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Introduction

These lecture notes accompany the Chem 115A/215A Graduate Quantum Chemistry course at UCLA.
This courser aims to provide an introduction to the “axiomatic” approach to quantum mechanics, where
everything is built up from a few fundamental postulates together with the toolkit of linear algebra. In this
course we aim to review the fundamentals of linear algebra and use this to build up a quantum mechanical
framework. This framework is applied to a set of important basic systems that form the foundations of many
other problems in quantum mechanics, namely the harmonic oscillator, angular momenta, and ultimately
the hydrogen atom.

Assumed knowledge

A basic working knowledge of introductory undergraduate quantum mechanics, multivariable calculus and
linear algebra is assumed including the topics

e Basics of (finite-dimensional) vectors and matrices. Matrix-vector multiplication, determinants, in-
verses, eigenvalues and eigenvectors.

e Multivariable calculus, partial differentiation, changes of variables, integration, solving simple differ-
ential equations.

e The time independent and time-dependent Schrodinger equation.
e Position-space wave functions, position and momentum operators.

e Wave functions for simple 1D systems including the particle in a box, the particle on a ring, and the
harmonic oscillator.

e Wave functions for a particle in 2D and 3D box and the hydrogen atom.

If you are unfamiliar with any of these topics, I advise you to review your favourite undergraduate physical
chemistry textbook, or one of many other resources available on these topics.

Accompanying Textbooks

Much of this course is based on Modern Quantum Mechanics by J.J. Sukurai and Jim Napolitano. Molecular
Quantum Mechanics by Peter Atkins can also serve as a useful complementary text to parts of this course.

Acknowledgements

These course materials were prepared based on materials kindly provided to me by Benjamin Schwartz,
Daniel Neuhauser, and David Manolpoulos.



1 Linear Algebra

1.1

Vector Spaces

A vector space V consists of vectors |v) and complex numbers. (We will use |[v), |u), |w) etc. to denote
vectors).

We can combine two vectors through vector addition to get a new vector, and we can combine a vector
with a complex number through scalar multiplication to get a new vector.

Vector spaces have the following properties:

1.

10.

Closure under addition: For any two vectors |v) and |u)
|u) + |v) = |w) is a vector in the same space
Closure under scalar multiplication: For any complex number a and vector |v)

a|v) = |w) is a vector in the same space
Commutativity of vector addition:
) + [v) = |v) + |w)
Associativity of vector addition:
u) + (Jo) + [w)) = (Jv) + [u)) + |w)
Zero vector: There exists a zero vector Oy such that for any |v)
o)+ 0 = o)

Subtraction: For any vector |v) there exists an additive inverse — |v) in the same space such that

Ov = [0) + (= |v)) = |v) = |v)

Compatibility of scalar and complex-number multiplication: For any vector |v) and complex
numbers a and b:

a(blv)) = (ab) |v)
Identity of scalar multiplication: For any vector
[v) = 1]v)
Distributivity of scalar multiplication with vector additon:
a(|v) + |u)) = alv) +alu)
Distributivity of scalar multiplication with complex number additon:

(@ +b)v) = alv) +blv)

This is a convoluted way of saying that vector addition is compatible with multiplication and addition of
complex numbers, and obeys the same basic rules of algebra that we are used to with numbers. This means
we don’t have to worry about using



1.2 Examples

Q: Why abstract in this way?

A: Because lots of different objects (in QM and beyond) have these properties, so we can use these properties
to uncover general truths about many things.

1.2.1 Example 1: Complex numbers, V' =C
Checks:

l. fzandw e Cthenz+weCV
2. If a and w € C then 2w € C v

z 4+ w = w + z for complex numbers v

- w

z+ (w+v) = (z + w) + v for complex numbers v’

o

The zero vector is just the number 0: Oy =0 and z4+0=2 vV
—2z does exist in C v/
Scalar multiplication is just standard complex number multiplication so a(bz) = (ab)z v/

z=1z vV

© % N @

Scalar multiplication is the same as complex number multiplication so a(z + w) = az + aw v’

10. Same as above (a +b)z = az +bz v

1.2.2 Example 2: Complex numbers with Re[z] >0

V is the set of complex numbers z = x + iy with z,y € R, and > 0, with vector addition and scalar
multiplication defined in the same way as complex number multiplication.

Properties 1, 3- - 5 and 7 — 10 all hold, from the above but if z > 0 then —z = —z — iy, but (—z) ;f 0.
So property 6 does not hold for this vector space. Likewise for a = —1, az = —z — iy, which is also not a
complex number with positive real part, so the set is not closed under scalar multiplication.

This means V as defined is not a vector space.

1.2.3 Example 3: Pairs of complex numbers V = C?
[v) = <Ul) v1,v2 € C, |v) € C? « pair of C-numbers

V2

[Also we could consider triples = C?, etc. of complex numbers.]

e Uy \ def (V1 +Up
[v) + fu) = (w) + (m) N <U2 +u2)
a ‘U) —a U1 d:cf avq
V2 ava

Verify for yourself that this satisfies the requirements to be a vector space.

with addition:

and multiplication:



1.2.4 Example 3: Complex valued functions of a real number

) =¢(z) P(z)eC, VzeR
Let’s check the requirements for this to be a vector space, with the following definitions of addition and
scalar multiplication defined in the obvious way.
Addition:
¥) + ) = ¥(z) + ¢(2)

Scalar multiplication:

aly) = ap(z)
All properties satisfied. v/
Note: Functions and “normal” vectors are not so different!

Pick a set of points in R, x1,x2, 23, ...

and stack them

“Just” make the sequence of z,, infinite (and upset a mathematician)!

Then the information in |v) fully describes ¢ (z).

1.3 Properties of vector spaces

We won’t dive too deeply into proving lots of basic properties of vector spaces here formally. The utility
of the abstract defining properties of vector spaces is that we can apply all of our basic algebra directly to
vectors.

As a simple example of using these properties let’s prove one very useful thing: 0|v) = 0y .



Proof: We can write Oy using property 6 and go from there

Oy = |[v) — |[v) from 6
=1|v) — |v) from 8
= (0+41)|v) — |v) basic property of C numbersa =a+0=0+a
= (0]v) +1|v)) — |v) from 10
= (0|v) +|v)) — |v) from 8
=0lv) + (|v)) = |v)) from 4
=0]v) + Oy from 6
=0|v) from 5 O

We have just proved something very useful about vector spaces, that we didn’t have to assume from the
fundamental properties.

In a similar manner we could prove other useful things like (—1) [v) = — |v) .
Note: From here onwards we will shamelessly abuse notation and write Oy = 0.

From the context it should always be obvious if we mean the zero of the vector space Oy or the complex
number 0.

1.4 Inner products

Given two vectors in a vector space, we can define an inner product as a function of two vectors that returns

a complex number
(v|u) = c

where |v), |u) are vectors and ¢ is a complex number.
It is an inner product if this function has the following properties:
(i) Conjugate Symmetry
*
(vlu) = (ulv)
Note: we will use z* to denote the complex conjugate of z i.e. for z = z +iy with z,y € R, 2* = x —iy.

(ii) Linearity:
(u|av 4+ bw) = a {ulv) + b (u|w)
for a,b € C
(iii) Positivity:
(ulu) >0 for all |u) #0
((ulu) € R by (1))

From these basic properties we can prove interesting things.
(1) For |u) # 0, if |v) = 0 then (ujv) = 0.
Proof:

0=0-|w) forany |w)#0
if l[v)=0=|v) =0w) for |w)#0
By (ii): (u|v) = (u|0-w) =0 (ujw)y =0 O



(2) {au+ bv|w) = a* (u|lw) + b* {(v|w)
Note: we will sometimes denote a |v) + b|u) = |av + bu)
Proof:

{au + bv|w) = (w|au + bv)"  (by (i)
= (wlu)a + {wlv) b)"  (by (ii))
= a* (wlu)” + b* (w|v)"  (basic property of *)
= a* {ujw) + 0% (v|w) (by (i) O
1.4.1 Examples of inner products
vy

Vo
(a) For [v) e C™  |v) =

n
(ulv) = Z ULV
k=1

(b) For functions of z € R

+oo
(1) = / b(e)* $(z) de

— 00

Exercise: Verify properties (i)-(iii) for (a) and (b).

1.4.2 The Dual Space

The inner product allows us to define the “dual” of a vector |u):

(u = (Ju))
where the “dagger” t means take the dual of |u).

The dual (u| is defined as a function from V to C

(ul (Jv)) = ¢

that yields the inner product with |v):

(ul (J0)) = (ulv)

So for example, for functions in 1D :

(W] # ¢(z)
“+oo
but (= [ ()" . do

with another function in the integral implicitly, i.e.
—+oo

but (4] (|¢)) = ¥(x)"o(x)ds

— 00

10



From the properties of the inner product:

(av] = a* (v| foraeC

(v +ul = (v + (ul

Often it’s useful to treat (v| and |u) separately when dealing with inner products.

1.4.3 Orthogonality and norms

We can also define the norm of a vector as

o) [ = v/ {vlv)

From (iii) we know that if || |v) || = 0 then |v) = 0.

Now we can define some other useful things
e |v) and |w) are parallel if (Jv) # 0 and |w) # 0)

(vlw) = [} [| - [Hw) | = v/ {v]v) (w]w)

e |v) and |w) are orthogonal if

(vjlw) =0 and |v) #0 and |w) #0
e |v) is normalized if
(vjvy =1

Now we can show some interesting general properties

Triangle Inequality:
) + fw) | < [ fu) [+ o) | (T1)

and the Cauchy-Schwarz Inequality:
[ (vlw) [* < (v]v) - (wlw)  (CS)
1.4.4 Proof of (CS):

If |v) = 0 then (CS) holds. For |v) # 0 define

Now consider (v|z)



So |v) and |z) are orthogonal and

Now consider (w|w)

This gives
—_———
(wlw) (vlv) = (2]2) (v|v) +| (v]w) |* > | (v|w) [* O

As an exercise prove the triangle inequality.

1.5 Orthonormal basis
An orthonormal basis of a vector space is a set of vectors |n) such that
(i) (nln) =1
e 1 -
(i) (nm) = 0if [n) # |m) ie. (n|m) = Spm = { e
0 n#m
(iii) Any vector |v) can be written as
vy = Z [n) ¢, where ¢, € C
n

Q: How do we find ¢, ?
A: Consider (n|v)

(o) = {nl (Z ) )
= Z (n|n') cpr
= Zénn’cn’

0 0 1 0
N =~ =~ —
= 5n,0 ‘1 + 5n,1 1+ -+ 5n,n ‘Cp + 5n,n+1 Cn+1 + -

=c,-1l=¢,

12



1.6 Linear independence

A set of vector |v,) # 0, with n =1,2,..., N is linearly independent if

N

Zan lvn) =0=alla, =0
k=1

If this is not true for a set of vectors |v,,), that means there exists a vector in this set |vi) with a; =# 0

0=ak|ve) + ) an |vn)

n#k
we can rearrange this to give
lok) = ) ay, [vn)
n#k
where al, = —a, /ag. So if a set of vectors are linearly dependent (i.e. not linearly dependent), we can write

at least one of the vectors as a linear combination of the others. This is an equivalent definition of linear
independence/dependence.

1.7 Dimensionality

A vector space is finite-dimensional with dimension N if at most N vectors can be linearly independent

i.e.
N
Zak lvg) =0=allap =0
k=1
but
N+1
Zakh)k) =0 allay=0
n=1

Any vector space that is not finite is infinite.

Finite vector spaces are much easier to work with but unfortunately a lot of vector spaces we encounter in
QM are infinite, but when doing numerical calculations we have to approximate them as finite. Almost all
results from finite vector spaces transfer over to infinite dimensionality vector spaces, so we generally leave
the more careful treatment of infinite vector spaces to the mathematicians.

1.8 Basis linear independence

The basis is linearly independent i.e. for any set of basis vectors |n)
Zan [ny =0 only if all a, =0
n

Proof: Suppose a,, # 0

Define [v) =", a,[n) =0

From the above a,, = (njv) but (v|n) =0if [v) =0
So a,, = 0.

This is a contradiction of our assumption a, # 0

So all a,, =0. I

13



1.9 Building a basis from linearly independent vectors

Suppose {|vg)} are linearly indep. and the space is N-dimensional. Define |1),[2),... as
|v1)
]_ =
= T
L) = [1) (1)
[ v2) = 1) (L]vz) |
3) = |vs) — [1) (1]vs) — [2) (2|vs)
[ vs) = 11) (Lvs) — [2) (2Jvs) ||
4) =

Clearly (1]1) =1, (22) =1, ...

Also:
(Lug) — (1[1) (Lv2) — (1]va) — (1|vz)

o) =0 ooy [~ T2y = 1) (o2} [

(112) =

and (1]3) = 0, (2]3) = 0, etc.
This is Gram-Schmidt orthogonalization and it will be useful later.
1.9.1 Examples:

For |v) € C?, one basis is

0-() #-()

This is often called the standard, natural or canonical basis.

=) m-5()

But also we could have

1’y = %\%(12 +13) =1
@) = 2521+ (1)) = 1
(V) = 2521+ 1 (1)) =0

and for |v) = (51>
2

o) = (5t 400 ) 0+ (501 =) ) 12)
So any |v) = |1') ¢} + |2') ¢}

In the homework you will find a basis for periodic functions f(z) = f(z + 27) where you’ll find the basis is
infinite!

14



1.10 Subspaces
A subspace U of a vector space V' is a subset of vectors that forms a vector space. This means U is closed
under addition and scalar multiplication in its own right.

The dimension of a subspace is defined as the maximum number of linearly independent vectors in the
subspace, exactly the same as vector space dimensionality. The trivial, zero dimensional subspace is the
subset of V' just containing the zero vector Oy .

Example 1: For |v) € C? the set of vectors U such that

|u>=(8)€U, zeC

is closed under vector addition and scalar multiplication, so this is a subspace of C. Its dimension is 1.

Example 2: The set of even complex valued functions of x € R, such that

is closed under addition and scalar multiplication, and is a subset of all possible complex valued functions.
So this is a subspace. Likewise the set of odd functions

also forms a subspace.

1.11 Hilbert spaces

We’ve already basically introduced what a Hilbert space, H, is without saying it explicitly.

A Hilbert space is a vector space, with an inner product, where an orthonormal basis can always
we defined (even for infinite dimensional spaces). Hilbert spaces are said to be complete.

In Quantum Mechanics, Hilbert spaces play an essential role, because all quantum states are elements of a
Hilbert space (more on that soon), and the evolution and properties of these states are governed by linear
operators (more on that next time).

15



2 Linear Operators

2.1 Linear Operator Definition
We have introduced C vectors & inner products already. Now let’s consider a special class of functions on
vectors: linear operators.

A linear operator, fl, (denoted by the hat A) maps vectors to other vectors. It is “linear” if it satisfies

1. A(alv)) =a(A|v)) foraeC
2. A(jv) + [w)) = (A|v)) + (A |w))

This means A + B is well defined: (A + B) |[v) = A |[v) 4+ B|v)
And also aA is well defined: (aA) |v) = a(A |[v)).
Note: We will sometimes write |Av) = A |v).

This means that we can take linear combinations of operators e.g. aA + bB and act them on linear combi-
nations of vectors c|v) + d|u), and expand and factor these expressions using our familiar rules of algebra.
We will need to be careful about operator multiplication as we will see very shortly.

2.1.1 Examples

Example 1: For |v) € C? & multiplying the first component by s € C is linear

Alv) def (sm)
V2
s (1)1 +1}2> _ (S’Ul) i (8u1>
Vo + Usg V2 (5]

so A(lu) + [v) = Alu)y+ Alv) v

and

so Alalu)) =ad|u) v

Note: In this example we can write
A (s 0 U1
w0=(5 1) ()

So we can write the linear operator acting on the vector as a matrix-vector multiplication. For finite
dimensional vector spaces we can always do this, and there is a one-to-one correspondence between linear
operators and matrices. The square matrix above is equivalent to the matriz representation of A in the
canonical basis. We’ll explain this fully below.

Example 2: For 1D functions

def

i(x) = wip(x)
and  Di(x) Lef % (z)

16



are both linear
e.g.
D (a(r) + bo(e)) = - (@b (z) + b))

d

d
= 4 (a) + b2_6(a)

= aDy(z) + bDo(z) v

2.2 Outer Products

The outer product (also called a dyad) of two vectors |u) and |u) is defined as
v} (ul

where we recall that (u| = |u) is the dual of the vector |u). When this acts to a vector to the right, we get

another vector
a complex number

—~=
v} (ul (Jw)) = |v) (u|w) = (ufw) |v)
And because the inner product (u|w) is linear in its second argument i.e. (ulajw; + asws) = ay (ujwy) +
as (ulws), the dyad |v) (u| is a linear operator on vectors

[oX{ul (Jarwr + agwa)) = ay |v) {ulw) + a2 [v) (u|ws) = ar [o)u| (Jw1)) + az [v)(u] (jws))

We can also define the projector onto |v) as the special dyad

2.3 The Identity Operator

The identity operator 1 is the linear operator that turns |v) into itself, i.e., it does nothing to |v)

iv) = o)

Before we saw that any |v) can be written in terms of a basis {|n)} as

o) = In)en

where ¢, = (n|v).

Therefore we can write
o) =Y In) (nfo)
=> " (In) (nl) v)

The projector |n) (n| turns a vector |v) into |n) (njv) = (n|v) |n) so this is an operator.

We also see that

v) = <Z n) <nl> [v)

17



so this means we can write the identity operator as
1=3"In)(nl
n

This is sometimes called a resolution of the identity because we are resolving the identity operator into a
sum over a particualr set of vectors. Note we can choose any set of basis vectors |n) for our resolution of
the identity.

2.4 Operator Equivalence

Two operators A and B are equivalent, i.e. A= B, if for all |v)
Alv) = Blv) ifandonlyif A=B
If we write out these two vectors in a basis we find

Alv) =ZA\n>vn

Blv)=> Bln)v,

where (n|v) = v,. Two vectors are equivalent if and only if all there components in the particular basis are
equivalent, so A = B implies

(m| Alo) = (m| Aln) v,

n

(m|Blv) =" (m| BIn)v,

n

This is true for all v,, so A=B implies
(m|AJn) = (m|B|n)

(m|A|n) is called a matriz element of A. Also if the matrix elements are equivalent then for any |v)

Alv) = Zi/l\n)vn

So equivalence of all matrix elements (m|A|n) = (m|B|n) means A = B. So there is a one-to-one corre-
spondence between matrix elements in a particular basis and the operators.

2.5 Operator Composition

We adopt the convention where operators to the right act first, i.e.
AB) = A (B \v>)
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In general the order that linear operators are applied in matters!
AB|v) # BA|v)
If the order doesn’t matter then we say operators commute, so AB = BA.

Let’s consider the pair of operators & and D above. Do these commute? First let’s find #D
A d
D _ .4
DY) = o 0(2)

and now let’s find D7

So we see £ and D don’t commute.

We define the commutator as

e.g. for[l::fcandB:ﬁ:%

&, Dlip(z) = z—9(z) = 9(z) — 2z Y(z)
= —(z)
= [ D] = -1

2.6 Commutator Properties

Commutators have the following useful properties:

1. [A,B] = —[B, 4]

2. [A,B+C]=[A,B]+A,C)
3. [A,BC) = [A, BIC + B[A, (]
4. [A,bi] =0

As an example, let’s prove 1):

and 2):
Consider [A, B + C] acting on |v)
[AB+CWO=(B+OH>—@+CV|>
+
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2.7 Matrix Representation of Linear Operators

If a vector space has finite dimensionality, i.e., a finite basis, we can construct a matrix representation of an
operator A in a given basis.

First, let us represent the vector |v) as a column vector v in basis {|n)}.

If [v) = 3", [n) v, the column vector v is

This connection between finite dimensional vectors and column vectors is one-to-one for a given choice of
basis.

Now A [v) =7 Let’s use the identity operator 1!

Alv) = Al )
=141 |v)
N N
=Y In) (n| AY |m) (mlv)
an N m=1
=Y ) Y (nlA|m)vn,

I
M=
Sl
M=

S

2

%

3

N
Zm:l Aj mVUm
N
Zm:l A2,mvm
w = .
N
Zm:l AN,mvm
which we can write as
A A - Ay V1
Az Agg - Asn V2
w = . . . . . .
An1 An2 - AnNnN UN

where matrix-vector multiplication is defined in the usual way as

w=A4-v

N
Wn = § Anmvm
m=1

The matrix elements of A are

[é]n,m =Apm = <n|A|m>
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So overall for a finite dimensional space, A is fully defined by its action on basis vectors, in a given basis.
This means there is a one-to-one correspondence between the matrix representation and the operator.

We can also define matrix multiplication as

A-B=C ifAis M x N and B is N x M’

- N
Cnm = Z Aanpm

p=1
It is fairly staightforward to show that if C' = AB then the matrix representation of C' in a given basis is

C=4AB

and likewise for D = aA + bB

D =aA+bB.

One important operator is the identity operator 1, its matrix elements in any basis are
<n‘i|m> = <n|m> = 57z,m

so the matrix representation is just the identity matrix, which is zero everywhere apart from the diagonal
elements which are all 1

é:

Similarly the zero operator 0 has all zero matrix elements in any basis, so it its matrix representation is a
matrix of zeros 0

For finite-dimensional complex vectors |[v) = v € CV, we can always write a linear operator A as
Apy=A4-v

where A is the matrix representation of A in the canonical basis |n) = e, where the mth element of ¢, is

[Qn]m - 5nm

Example 1: For example if we go back to the scaling example for |v) = v € C?

- (2)

Pick a basis { (é) , (O) } (this is the natural basis of C?) and the matrix representation of A in this basis

1
is
A = <1|A|1> =(1l)s=s
A = (1]AJ2) = (1]2) =0
Az = (2JA[1) = (2[1) s =0
Aga = (2]4]2) = (2]2) = 1
So: 0
a5 1)
and we can also write
Apy=A4-v (1)



2.8 Inverses
If A is invertible we can find another operator A1 such that
ATTA=AA"t =1

If A is not invertible, this means .
A |11> = OV

for some |v) # Oy. (If it was invertible we could apply A~' to the left and we’d find that |v) = Oy, in
contraction of our assumption.)

Example 1

butif s =0

(6 5 ()= () e (55 ()= (2)

/ 0 . . ..
(21> and (Zl) both map to (v ) so there is no linear operator that can restore the original vector.
2 2 2

Not all linear operators are invertible. For example if s = 0 above.

Example 2 For square normalizable functions i.e. ¢(z) — 0 as |z| — oo if D = 4

v = [ i,

2.9 Adjoint Operators

The adjoint of A is denoted At. At is the operator that satisfies
(v|Alu) = <ATU‘U> Yuy, v
From the inner product properties we can also write this as

(v|Au) = <u ATU>*

Note we used T to denote the dual of a vector. We can define the dual of A |v) to be

(419)' = ()" = 04

Self-adjoint (also called Hermitian) operators are equal to their adjoint

A=At



So:

Example: For A |v) = (? OZ) (Zl> on C2, A = Af
2

From the above if A is Hermitian
<u
) * %k 0 —1 (%1 .ok -
(u|Alv) = (ujul) i 0 = —jujvy + tusvy

U2

(ol Afu) = (v]3) (? Oi) (Z;)

= +iugvy — iugvy

AU> = (v|AJu)*

= (—iujvy +iusv)"

2.9.1 Adjoint of products

The adjoint of the product AB can be found as
(u|AB|v) = (ATu|Blv) from definition of A
= (BYAtu|[v) from definition of B
and (u|AB|v) = <([1B)Tu‘v> from definition of (AB)T

so we see that o o
(AB)T = BT AT

2.9.2 Adjoint of products

Given a basis {|n)} we can write any A as

A=141=Y|n) (n|A|m) (m|

and

Therefore A is Hermitian if and only if its matrix elements satisfy

(n|Ajm) = (m|Aln)®
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for all basis vectors |n) and |m). This means the matrix representation of A will always be conjugate
symmetric
A= (AT =4

where éT denotes the transpose of A and A* denotes the complex conjugate of A, and éT def (éT)*

Hermitian operators are very special in QM. But to understand why we’ll need to define an eigenvector and
eigenvalue.

2.10 Eigenvectors and eigenvalues

|A) is an eigenvector of A with eigenvalue A € C if
AP =10 A

and |A) # 0.

Hermitian operators always have real-valued eigenvalues.
Proof:

We know that |A) # 0

If A|A) = [\) A then

ALA[A) = (AIA) A

but also
(ALA[X) = (A AT )"

= (AAN A=Al

= (A[A[A)

= AN (AN ER

= A=A
= A=)\

soAeR O

For two eigenvectors |A1) and |A2), if A\; # A2 then

(AMA2) =0
Proof:
Ml AA2) = (A1 ]A2) Ao
= (Ao A|\1)* by hermiticity: A = Af
= (Aa|A1)" A}
) h A= X

So <>\1‘)\2> ()\1 — )\2) =0 but )\1 75 )\2
SO <)\1|>\2> =0 O
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Note that if |A) is an eigenvector of A then so is ¢|\) for ¢ # 0 so we can always normalize |\) to give

1
n)y= —F7——-— )\n
" <An|An>‘ >

and if |A1) and |A2) have the same eigenvalue, i.e. A\; = Ay and are linearly independent we can always use
Gram-Schmidt orthogonalization to construct an orthonormal set of vectors with the same eigenvalue. The
maximum number of linealry independent eigenvectors with the same eigenvalue is called the degeneracy
of the eigenvalue.

This means that the orthonormal eigenvectors of A (= AT) form a basis i.e.

A |/\n> = |)‘n> An

1= Z [An) (Anl
n
Note that we will encounter examples later where the eigenspectrum of A is continuous so

i:/+ood)\|)\> (Al

A very important consequence of this is that A can be resolved in terms of its eigenvectors and eigenvalues.

This is sometimes called a Spectral Decomposition. This proves to be very useful in many contexts.
It’s also fairly straightforward to see that

A¥ |An) = )‘fi [An)
so following the same argument as above (you can fill in the steps I skip here yourself)

AR = ARSI

2.11 Unitary operators

A unitary operator has the property that
ot =0

In the problems you will show that eigenvalues of a unitary operator can all be written as
A=e? 0<¢<2r
In QM Hermitian operators are connected to measurements of observables and unitary operators to trans-

formations. They are very closely related (as we will see soon) and we can also always resolve the identity
operator in terms of a unitary operator’s eigenvectors, exactly as we can for a Hermitian operator.
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2.11.1 Change of basis

Let’s define an operator S that transforms a vector in one basis |n) to another basis |n’) preserving all the
coefficients i.e. for any vector [v) =" ¢, [n)

Slv)y =298 (ch |n>> :ch |n’)

This operation is clearly linear. From this we know how S acts on basis vectors [n)
Sln) = In')
We can use a resolution of the identity to show
S=251= ZS |n) (n] = Z [n'Yn|
From this and the fact that (n'|m’) = &, and (n|m) = é,,m, we can show that
§15 =551 =i

So unitary operators represent a change of basis. We see therefore that unitary generalise the idea of a
rotation to arbitrary dimensional complex vectors.

2.12 Functions of operators

For a function f(x) with a well-defined Taylor series, we can define f (A), by just replacing z — A in the
Taylor series

F(A) = f(0) + f'(0)A + %f”(o)ﬁl2 T %f”’(o)/ﬁ .

A very commonly encountered example is the exponential function
. o0
i — A _ LAk
exp(A):e —Zk!A . (2)
k=0

Now we have established most of the foundations of Linear Algebra that we’ll need to understand quantum
mechanics.

If A has a complete eigenbasis, i.e. if we can resolve the identity in terms of its eigenvectors 1 = Do 1A Anls
we can use the Taylor expansion and A¥ |\,) = Ak |)\,) to show that

f(A)

f(A)1

For example if A is hermitian or unitary we can do this.

2.13 Matrix representations of Inverses

In the finite dimensional case, if the matrix inverse exists, which corresponds to the inverse of a linear
operator A, it is given by

I T
47 = @I



A~!is not defined if and only if the determinant det(A) = 0. adj(A) is called the adjugate matrix. You

are advised to consult your favourite reference on matrices for the full definition of this, because its quite
cumbersome to write out.

For two dimensional matrices we have

- 1 d —b
A7l = :
= ad—bc(—c a)

2.14 DMatrix representations of Hermitian Operators

We previously showed there is an equivalence between matrix-vector multiplication and linear operators
in finite dimensional complex vector spaces. What properties do the matrix representations of Hermitian
operators have?

We know Hermitian operators satisfy . .
(n|Alm) = (m|Aln)"

for all basis vectors |n), |m). We also recall that the matrix representation of A in a basis is

A Aip
A= |A21 Azp
with Apm = [Alnm = (n|Alm) and the matrix representation fully defines a linear operator in finite

dimensions. The Hermitian property above means that the matrix elements of Hermitian operators satsify

Apm = A,

m,n

We also recall that the transpose of a matrix éT is

[AT]n,m = [é]m,n

so the transpose is mirrored along the diagonal

Arq Ag;
AT — | A2 Azp

Likewise the complex conjugate of a matrix é* is just defined by taking the complex conjugate of all its
matrix elements

[é*]n,m = [é]:z,m
SO
* *
1,1 1,2

* *
A" = 2,1 2,2

*

- .n eans the matrix representation satisfies
n

Returning the hermitian property above, A4, ,, = A

A*>T

A=(A") =(

where (éT)* is the conjugate-transpose of the matrix A. This is also called the hermitian conjugate
and we use the same T symbol as the hermitian conjugate of an operator to denote this

éT d:ef (éT)*
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Because of the one-to-one mapping between operators and matrices in finite dimensional spaces, an operator
is Hermitian/self-adjoint if and only if its matrix representation is Hermitian. So if we know the matrix
representation of an operator in finite dimensions, then we can immediately tell if it’s Hermitian by inspecting
if its matrix elements. Note that the diagonal elements of the a Hermitian matrix satisfy

An,n = A:m
so these have to be real-valued.

Example: For C2, and operator A with a matrix representation A in the canonical basis

in the canonical basis. A = éT so A = Af.

But for B with matrix representation

Bi2 = B3, Bap = B3, but Bf; = i* = —i # By so this is not a Hermitian matrix and B is not a
Hermitian operator.

2.15 Matrix Representations of Unitary Operators

In finite dimensions the one-to-one correspondence of matrices and operators means the matrix representation
of unitary U satisfies
QT U="U- Qf =1

So if a matrix satisfies this, then the corresponding operator satisfies UtU =00 =1.

2.16 Hermitian Matrix Diagonalisation

For finite dimensional Hermitian matrices, we can find the eigenvalues by noting that
A-A)~

is not defined, which means
det(A— A1) =0

Solving this equation gives the eigenvalues.

We know there exists a complete set of eigenvectors u,, that diagonalise the Hermitian matrix A.
é U, = Anﬂn

We can also choose these vectors to be orthonormal so @L -y
together into a matrix U

m = On,m. This means we can put these vectors

g:(ﬂlﬁz e uy)

From the definition of matrix multiplication we can show

ulu=1

and

I

Ut =

=

so the matrix of orthonormal eigenvectors is unitary.
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We also have
A'g: ()\1@1 Aoy - )\NQN) :gé

where A is a diagonal matrix of eigenvalues of A, 5o [Alym = 0nmAn.
Right multiplying this by U f gives the eigendecomposition of A
A=U-A- QT

or left multiplying by U T diagonalises A
QT A

IS
[
[I=s
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3 Postulates of Quantum Mechanics

3.1 The Postulates

What is a postulate?

e.g. ' = ma - Everyone knows it gives a very good description of everyday objects but no-one really knows
why!

These postulates for Quantum Mechanics give a reasonable starting point. We'll revisit them later though.

P1 The physical state of a quantum system is given by an “amplitude” ¥ (z) € C. This takes any classical
configuration = and associates it with a complex number ¢ (z). The set of allowed states form a Hilbert
space H.

E.g. For a particle in 1D
[¢) =¥(x) forx e R

For two particles in 3D
W) =(ry,ry) forry,ry €R® (1, = (24,94, 2))

Why? Allows superposition i.e. if [¢)) and |¢) are states then a|i) + b|¢) is an allowed state.

P2 For every physical observable we have a Hermitian linear operator on H.

A— A
Observable Operator

E.g.
position: & = x
. h 0
momentum: py = ——
1 0x

Why? Hermitian operators have real eigenvalues and eigenvectors form a basis. We’ll see why this is
important soon.

P3 The average result of a measurement of Ais

() (1A

(@)

Why? Guaranteed to be real-valued (see below) and Born’s rule, i.e. |1(z)|?dx = p(z)dz, is hidden in here.
This postulate also means we can identify a classical expectation value of measurement of A, (A)_, with this

definition of the quantum expectation value, so (A)_ = (4) = (W A[) [ ().

cly
P4 Quantum states [1(t)) evolve in time according to the Schrédinger equation:

0 A
iha [9(1) = H[¢())

H is the energy operator, the Hamiltonian.

Why? (i) Recovers Planck’s relation E' = fiw and the de Broglie relation p = h/X. (ii) Conserves energy and
more.
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P5 Measurements of A can only take values a,, which are the eigenvalues of A. If an observable is measured
to have a value a,, then during the measurement the state is collapsed onto the eigenstate of A |a,)

[y — |an) if @, is measured.

The probability of this measurement outcome is P, = | {a,|¥) |2/ (¥|).

Why? We'll see later that the allowed measurement values, and the probability falls naturally out from
(P3), but we need this postulate to define what happens after a measurement, i.e. the collapse.

Let’s examine some of these postulates and check their sanity.

3.2 Average measurements

Average measurements of observables are real valued.

(P1) - (P3): Observables should always be measured to be real-valued. We've established that Hermitian
operators A = At always have real eigenvalues and their eigenvectors form a complete basis. This means
(A) in (P3) is always real.

Proof:

oy = L)

R by def.
W (¢]¢) € R by de

(W|Alp) = (W|1AJy)  choose: 1|n) = ay, |n)
= (> In) (n] Aly)

=3 Wln) (laaly) (o] A=a, (n]
- Z (Y|n) (n|Y) an, .7 ap is constant
= ST @ln) Pan - (ln) = (nf)*

an, ER, [ (nY)?eR= (A)eR O

Note: In probability theory

A, = Z an P,

P, is the probability of measuring a,,.

So this implies P, L | (n]b) |?>? Do we really need (P5)?
We will revisit this shortly and show that more carefully P, = | (n|¢) |? more rigorously.
3.3 Uncertainty in measurements

Eigenstates of A have zero uncertainty in the measurement of A.

We can define the uncertainty, or variance, of a measurement as

0 = ((A—(4))%) = (4%) — (4)°

31



The only states where 0% = (A%) — (A)? = 0 are the cigenstates of A.
Proof:
For |¢) =32, [n) cn
oh = (WI(A—(4)*¥)
= lealP(an — {4)* =0

len)? > 0 and (a, — (A))2 >0

= all |, [*(an — (A))? =0

= either |c,|? =0 if a,, — (A) #0

or |e,)? > 0if a, — (A) =0

Ynlenl =1if (W) =1

So |cn| = 1 for a,, = (A) i.e. (A) can only be a, for 0% = 0. O

3.4 Commuting observables

Suppose 121, B are observable operators, i.e. Hermitian
Also suppose that they commute. o L
AB = BA
We will now show an important property of the eigenstates of commuting observables.
Now let us act on |a,), where A |a,) = |a,) an with AB.
ABlay) = BAlay) - AB = BA
= Blan |an)) . Alan) = |an) an

= an(Blay)) . an is constant

This implies |¢) = B |a,) is an eigenstate of A as well.
If a,, is non-degenerate i.e. no other linearly independent |a,,) exist where a,,, = a,, this means

Blay) = by |an)  where b, is a const.

So |ay) is also an eigenstate of B with eigenvalue b,.

Suppose however that a, is degenerate and {|a,,k) : k = 1,..., M} is the set of orthonormal degenerate

eigenstates. R
Alan, k) = |an, k) ay,

We know Vk y
Blan, k) =" B |an, )
j=1

), so finding the vectors ¢,,, such that g(") ¢, = bmc,, then

BZcmj |an,j> = bmzcmj |anaj>
J J
and /IZcmj lan, j) = an Zcmj |an, j)

J J

If we diagonalise BJ(Z
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So we can find a set of states which are simultaneously eigenstates of A and B if [A, B] = 0. These states
have no uncertainty in the measurements of both A and B.

If [A, B] # 0 this is not true in general.

To show this we will find a general form of the uncertainty principle.

3.5 The Uncertainty Principle

Let us consider 0% and 0% for a general state

oh = (4%) = (4" = (A~ (4)%)
ol = (B%) = (B)" = (B~ (B)))

Define & = A — (A), b= B — (B) (both Hermitian operators)
chol = (Vla*e) (Wb [)
= ((dz/;|dz/;>)(<?)1/)‘f)w>) @, b are Hermitian
The Cauchy-Schwarz inequality tells us
(v[v) (wlw) > | (v|w) [

for general Hilbert space vectors |v) and |w).

So setting [v) = a|t) and |w) = b|4))
ohoh = (avlav) (bu|bv)

> | <a¢’z§¢> 2 by Cauchy-Schwarz

Also for a general complex number |z|? = Re[z]? + Im[z]?, so
[ (i) 12 = Re[{aws b )12 -+ L[ (e [ )2
For the real part we have

Rel (aw[bu )] = 5 ((aw|be) + (av[bw) )

N RN RN~

and for the imaginary part
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So:

Finally we can deduce that [a,b] = [A — (4), B — (B)] = [4, B].
So:

2 2
O-AO-BZ

~_—

So if [A, B] # 0 there will always be states where ¢% and o% are > 0.
Likewise if 03 — 0 then 0% — +oo if [A, B] # 0

So increasing certainty in A decreases certainty in B!

3.6 Symmetries of particle in a 1D box
Let’s look at a familiar example of the particle in a 1D box to see how commuting hermitian operators have
simultaneous eigenstates.
The energy eigenstates for a particle in an infinite potential walled box between 0 < x < L are

2 o nwx

=sin(2E) 0<z<L

|En>:¢n(x): L ( L ) — —
everywhere else

for n =1,2,3,.... The energy eigenvalues are
g, - (@)2
2m \ L

I (x) = (L - x)
is a hermitian operator on functions restricted to be 0 at < 0 and = > L, as can be confirmed with a simple
integral substitution

The operator II given by

L L
| ot@ruw == [ ot~ oy i
0 0
Furthermore 112 = 1, so the eigenvalues of II are A = £1. (Note that Pi is also unitary.)
MmN =2\ =\) = =1
The particle in a 1D box hamiltonian commutes with this operator

.2 , o2 9
wa(x) =¢"(L—x) = m¢(L —7)= @Hi/)(fﬂ)

IV (2)¢(x)) = V(L = 2)(L — x) = V(2)IT(x)
So there must be simultaneous eigenstates of H and II. The energy eigenstates are non-degenerate, so from
what we deduced above, these must be eigenstates of II as well. It is striaghtforward to find their eigenvalues

) = 2 "TE ) =\ fingom) cos ("5~ ostam) sin ("] = (1) 0

so the eigenvalues of II for these states are A, = (—1)"*1.
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3.7 Probability densities

We will now consider the classical probability density for the measurement of A, which we’ll denote p(a).
p(a)da tells us the probability of that value of A will be measured to have a value between a and a + da.
So the probability that A is between a; and as is

Prob(a; < A<ay) = / p(a)da

ai

We know p(a) > 0, because probabilities are positive numbers. Likewise

/O:Op(a)dal

and the (classical) moments of a probability density are
oo
(A", = / a"p(a)da.
— o0
So if we know p(a), we can full characterise the probability of any particular outcome for the measurement

of A.

The probability density p(a) is fully defined by its Fourier transform. This function u(s) is called the
moment generating function

uts) = [ " pla)e da = (e7i%4)_

— 0o

This is because the Fourier transform is invertible

1 o] )
— +ias
pla) = o= /_OO u(s)e* da

For using the series expansion for the exponential, we see that

us) = [ pla) S (isa da

oo k=0
= il (—is) /OO p(a)a® da
= k —0o0
— 1
:ZI? >1

So if we know all the moments of a probability distribution (A™), then we can construct the moment
generating function u(s), and if we know u(s) we can construct p(a) by using the inverse Fourier transform.

If A can only take discrete values a,, with a probability P, then the moments are
= Z an Py,
n

Putting this into the moment generating function we find
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From this we can recover the probability density using the inverse Fourier transform

1 > X
P(a):%/_oo;Pne " da
—+o0

1 .
Y rg / eis(aman) g

— 0o

S(a—an)

= ZPnJ(a —ap)

Note: §(z — ) is the“delta-function”

d(x — x) is 0 everywhere apart from at xzy where d(z — o) — 00
0(x — xo)

\5(:17 —xy) = 00

\ o z
0
And
+oo
/ 0(x —xo)dx =1
and
+oo
/ 0(x — xo)z"dx =0 for n > 0.
So

+oo
/ 0(x — xo) f(z)dx = f(xo).

—0o0

So these properties of the delta function mean this recovers the expected behaviour for the probabilities.
Prob(a; < A < a3) is zero if none of the discrete values a,, that A can take are in the range a; to as. If a
single value a,, is in this range then Prob(a; < A < as) = Py, so also for a small positive do, with da — 0,
Prob(a, — da < A < a, + da) = P,.
Back the quantum mechanics...
Now let’s go back to quantum mechanics. We want to show generally that P, = | (n|¢y) |*.

Firstly we note that the quantum moments of measurement of A are well defined (show this)

S| (ml) [2a,
A = =

Now let us define a function of A by its Taylor series of f(a)

fla) = F(0) + £/ 0)a+ 5 7" (0)a® + 55 7 (0)a® + -

FCA) & FO)F + [0+ 37" (O0)4 + 3 [ (0)4° +
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So the moment generating operator e~isA g well-defined, as is its expectation value,

(754 = s (e ")

Let’s assume (1|1)) = 1 without loss of generality. Using the definition of the moment generating operator
this is

(e74) = <¢|€’”A|¢>

1/}|Z . (—isA)F|ep)

kO

~(—is)* (] AMy)

tnqg
@\

>
Il
o

—is)* (A*)

I
M8
=] —

=
Il
<]

So this expectation value is well defined and we can identity this as the moment generating function using
P3 to equate the quantum and classical expectation values.

u(s) = (le " *Ap)

Given that we have a well-defined moment generating function u(s) we can re-write it in terms of the
eigenstates of A and its eigenvalues as

u(s) = (e *Afp)
=" (¥n) (nfy) e

=D [ {ln) PPeoen

So we can find p(a) by applying the inverse Fourier transform to this

1 +oo )
pla)=g- | e*”“u(t)ds
1 Zéll —isa
— o [ S
_ 2 - > is(a—an)
—;WWH%[me ds

S(a—an)

= [{nlv) P6(a — an)

If A can only take discrete values, the the classical probability density is
a) = Z P,d(a

So clearly P,, = | (n]t) |?. This is Born’s rule.
Consequences:

Our expression for p(a) shows p(a) # 0 only at eigenvalues of A, so we only measure A = a,,
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But if we measure A = a,,, the only states with % = 0 are the A [n) = a,, |n) states, so after the measurement
we get |¢) = |n)
This is consistent with (P5)!
Next-time: Continuous symmetries and time-evolution.
Final note: We could have cheated by doing the integral first
1 oo

p(a) _ % <efisA> eisads

+o0 R
_ <2::T/_OO e—isA+isads>
[ R
_ <w|%/_oo e—zsA+zsads|w>
= (WI6(A ~ a)lv)

This is okay to do but d(z — z) doesn’t have a Taylor series so our definition of f (/1) cannot be applied
directly. It works because of the above, and so we can write

8(A—a)|n) = d(an —a)|n).
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4 Time Evolution and Continuous Symmetries

4.1 Time Evolution

Last time we introduced the postulate that time evolution of a state |¢(t)) is governed by

Zﬁ* [0(t)) = H (1)) (TDSE)

where H is the Hamiltonian (total energy) operator.

Suppose we know [1(0)) = [¢(t = 0)). We can solve this using a resolution of the identity in the energy
eigenbasis, H [n) = |n) E

The LHS of (TDSE) can be re-written as
o (1)) = i (1)
= iﬁa Xn: n) (n[(t))

=S (ingy talwcon)
And the RHS likewise can be found to be
A () = F1[0(0)
= 3 A ) 0
- Z 1) Buca(t)

Equating the LHS and RHS we find that

zn: |n) (iﬁaatcn(t)) = zn: [n) Epcn(t)

We equate coefficients of |n) to find an equation for ¢, (t)

ihgcn(t) = Encn(t)

dt
1 d En
amac® ="
d By
= aln(cn(t)):—z?

i
= cn(t) = ¢, (0)eEnt/h

So overall the full time-dependent quantum state |1(t)) can be written as

) =D e P n) (n]y(0))
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So this means if we can solve the energy eigenvalue equation
H |n) = Ey |n)

then we can immediately obtain |¢(t)) for any [1(0)).

4.2 Ehrenfest Theorem

We can also use the TDSE to obtain an equation for how (A(t)) = (1h(t)| Al (t)) changes with time. Here
we assume that A itself is independent of time.

d
S (am) = < wlAwD)

<()

h

= O A~ A]Y(0)
=~ WOl Allv(0)
- o

This is called Ehrenfest theorem.
Example: For a particle in 1D with H = =p* + V(&) what is & (2(t))?

N 132
.8 = |4 a] + V@)
1 A 1a
= oo (6lp. ]+ [p.31p)
1.
=5 (B~ (=ih) + (=ih)p)
1
= —ith—p
m
So putting this into Ehrenfest theorem we find
d i /—ih
) = 5 (w0
1
=~ (p(t
— {p(t)
which is what we expect from classical mechanics!
Note: A derivation of p, = fih% (7
We could run the argument above in reverse. The only way < (z(t)) = L (p(t)) is for [p, 2] = —ih, and the

only operator that satisfies this is p = —ih%.
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4.3 Time-evolution operator

Going back to our solution for |¢(t)), we can write this in a different form.
[$(8) = > In) (nle™ /" |y(0))
=Y In) {nle /M ap(0))
= e 1M 7 ) (nfy(0))

= M (0))
= e~y (0))
We call e~ tHt/h = U(t) the time-evolution operator.

It takes a state at a time ¢y and evolves it to tg + ¢:

[ (to +1)) = U (1) [ (to))

U(t) has the following important properties (which follow from the fact that it is a function of the Hermitian
operator H)

A s 1 .5 N
U(t)’r _ 671Ht/h> _ e+th/h _ U(ft)

The last property follows from

ﬁ(t)TU(t) _ e+iﬁt/h67iﬁt/h — eHt-t)/h _ 0 _§

and likewise U (t)U(t)T = 1. So U(t)T = U(t)~L.
This means U(t) is a unitary operator (remember those from our introduction to linear algebra?).
Using the time evolution operator, we can easily show things like (1(t)|¢(t)) = (10(0)|4(0))

Proof: From unitarity

4.4 Time-dependent operators

Previously we showed that states evolve according to
(1)) = e~ 1(0))
But states are never directly observable. We saw from Ehrenfest theorem that
d T /a4
Liay=1L < i, A >
&A= (1A, 4]
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We could also define the time-dependent (Heisenberg) operator A(t)
A(t) = U0)T AU (1) = Tt/ A=t/
The differential equation for the evolution of A is found to be

%fl(t) _ i(ﬁeth/hAefiflt/h _ eth/hAefiﬁt/hf{)

Q
= UL A()
We can also write this equivalently as
%A(t) _ %(eiﬁt/hﬁfiefiﬁt/h _ (if1t/h j freifit/n)
= L[, A1)
= 1A, A1)

where LﬁI, A)(t) = Ut)H[H, A]U(t) has the same definition as A(t). The last line follows from the fact that
[U(t),H] =0

Using this we can write time-dependent expectation values in two different ways
(BOIAI(0)) = (v(O)|UE) AU®)6(0))
= (v(O)lAp())
So we can move time-dependence onto operators instead of states.

This can often simplify calculations as we will see with the harmonic oscillator.

Note: When we work with time-dependent states and time-independent operators, this is called the
Schroédinger picture. When we work with time-independent states and time-dependent operators, this is
called working in the Heisenberg picture. Both are equally valid descriptions of dynamics, but depending
on the problem at hand, one may be more useful than the other.

4.5 Conserved Quantities

What if [, A] = 0?7 Ehrenfest theorem tells us

So (A(t)) is a constant, i.e. it is a conserved quantity.

Equivalently, A is conserved if

As can be shown by considering



Consequences:

[H,1] = 0= (1(t)) = (sb(t)|1b(t)) is conserved
[H,H] = 0= (H(t)) is conserved, energy is conserved.
[H,H" = 0= (H"(t)), moments of energy distribution are conserved

[H,0(E - H)| = <5(E — H) (t)> = pg(E,t) the energy distribution is conserved.
This is completely consistent with what we already knew, that |c,(¢)|* = |c,(0)|? in our direct solution to
the time-dependent Schrodinger equation.
4.6 The TDSE as a consequence of unitary dynamics

Let us consider a new way of arriving at the TDSE, without including it as a postulate.

First we assert that time evolution is generated by an operator U(t) — we don’t know yet what U(t) is!

U(#) [(0)) = (1))
Clearly U(0) = 1.
Also U (t) should be norm conserving; this gives conservation of probability.

@U@®TU)w) = (Pv)

This implies (1|0 (¢)TU (t)|¢) = (1|$) (see problems) so U#)TU(t) = 1. This doesn’t quite show U(t) must
be unitary because we also need U (t)U(t)" = 1. Let’s show this now.

U (t) should also obey R R R
Uty +t2) = U(t2)U(t2)

Evolving by t1 + t2 should give the same state as evolving by t5 then %;.
This implies

This also incidentally proves that U(t) is invertible.
So simple physical arguments tell us U (t) is unitary.

Furthermore, consider t = §t — 0, let us expand U (6t):

U(8t) = U(0) + U'(0)5t + O(5t%)

We know U (6t)1U (6t) = 1
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= U0t =-0"0)

This means we can define U’(0) = —i€), where ) = QF

U(6t) =1 — iQét + O(5t?)
From U (ty + t5) = U(t1)U(t2) we can see that
U(t)= lim U(t/N)N
N—o0
v (3 i LN
= yim (1= i)
— lim (efif‘z(t/N))N
N—o00
— i
So time evolution being unitary implies the existence of a Hermitian operator Q) that “generates” U(t)
Clearly [U(t), )] = [e_mt, Q] = 0 (an operator commutes with a function of itself).
So () is conserved for all quantum systems.

This implies () is a function of H — the only universally conserved quantity.
Finally, if we scale the energy of system by ~:

Then dynamics look the same after re-scaling time by ~:

1
t=—t
v

This implies: R R
fyH)t/y = f(H)t

Therefore f(H) must be a linear function of H

FA) =3 A

where 7 is set by our choice of unit system for H and t.

As before take the derivative of |1(t)) and we get:

d i~
S le) = = F ()

So we have derived the TDSE essentially just from conservation of probability and energy! This has some very
deep connections to Noether’s theorem and continuous symmetries in physics. We've effectively shown that
a continuous symmetry of our system, the fact that the zero of time is arbitrary, so a unitary transformation
must describe time-evolution. This implies a hermitian generator, which is also a conserved quantity for all
systems, and which we therefore identify as the Hamiltonian.
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4.7 Spatial Translations

Another continuous symmetry many systems possess is translation invariance. Translating a system in space
from  — x + a should conserve the norm (¢[1)). So by the same arguments as for time evolution, the
translation operator T'(a) is unitary,

Likewise
T(a+b) = T(a)T(b)

If we translate by +a, that’s the same as transforming ¥ (z) as

T(a)y(z) = (z - a)
This gives us an expression for 7'(a) as follows.

Consider T'(da) for small da

T(5a)(x) = ¥(a — da)

As before
~/7a\N
T(a) = lim T(—)
N—oo
SO
N N d a N
= lim (eiﬁ%)N
N—oo
— e 0ds
So we have

o (cse(=2)
- exp(—iaé)

G = G is Hermitian (show this) and it is called the generator for translations. G looks an awful lot like
the momentum operator p = —ifid/dz. The key difference here is that previously we defined the momentum
operator to be p = —ihd/dx, so this was treated as a postulate of how we formulate quantum mechanics.
Our aim here is to uncover a deeper reason why p = —ihd/dz.

If a system is translationally invariant, so V' (z) is a constant, which we can take to be zero V(z) = 0, i.e.

H= %n;[?, the energy of a state is invariant under translations. So this means for the free-particle

[4,T(a)]

=0
This means [H,G] = 0 so G is conserved. Likewise [G,p] = 0. So G must be a function of j

G = [

Classical mechanics tells us that if we transform to a new coordinate system where ' = vz, momentum
transforms to %p = p’. Back in quantum mechanics, in the transformed coordinate system, the wavefunction
is
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In the new frame translation is given by

T'(a’) = exp <—ia’ (_ic;l:y))

And this acts on states in the new coordinate system as
T'(a')Y' (') = ¢'(a" ~ d)

A translation by a in the old frame should be equivalent to a translation by va in the new frame, so
T’ (va) = T(a) and therefore G’ = %G.

We can see this directly using the chain rule
A d d 1 d 14
G = —/— =4 = (=) ==q
dz’ d(vz) v dz y

So G transforms as p under spatial re-scaling and we conclude G = %ﬁ, where h again appears because of
our choice of units.

We have now shown two important examples of continuous symmetry operations that give rise to conserved
quantities in certain systems. We conclude that the Hermitian generator of spatial translations is momentum,
much as the Hamiltonian is the generator for time translations.

4.8 Symmetries

In general if there is a conserved quantity Q for a given system satisfying [H ,Q], then we can construct
a continuous set of unitary operators 4(r) = exp(—iTQ) that are called symmetries of the system or

equivalently symmetries of the Hamiltonian. Later we will consider more complex symmetries such as
rotations.
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5 Position and momentum representations

Thus far we have primarily worked with quantum states in the position representation, where we work
with wave functions and operators that are defined in terms of a position x. It turns out that we can
also equivalently work with momentum space wave functions and operators, where states and observable
operators are instead defined in terms of momentum. In order to translate between position and momentum
representations it is useful to first consider the eigenstates of the Hermitian operators & and p.

5.1 Position Eigenstates

Let us now consider . What are its eigenstates? We need:
lzo) = |zo)xo
Z is Hermitian so |zo) must exist. Write |zg) = @z, ()

7o) = @uo () and 2@y, () = Topa, (€)

Let’s Fourier transform this to a function of the wave-vector &

+oo
P (k) = / drxe *p, (z)
.0 > ik . o .
+z%<pmo(k) = dre T @z, (z) by differentiation under the integral

Using this in the eigenvalue equation we find
.0 .
= _Z%@Io (k> = .'170(,09;0(]?)
= Pug(k) = Nyge ™o
1 oo +ikx —ikxo
(pmo(x):% . dk o € €
=Ny, 6(z — z0)

We pick N, so that (z1|xo) = §(z1 — x0)

(@1lio) = [ o pur () oy () = A2, 500 — 0

= 5($1 —,ZEQ)
= Ny =1

Why normalize in this way? The states |z) form a basis and therefore we require the resolution of the

identity to hold
Q- / da ) (a]
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Note that before we had 1 = 3" |n)(n|, but now we have a continuum of eigenstates, so we need to replace
the sum with an integral >, — [ and |n)Xn| — |z)(z|dz. This can be shown by considering 1|zo)

ifoo) = | do o) alo0)
- /daz 120z — o)
- /dx |20)(2 — 0)
= |zo) /dx §(x — o)

= |xo)
We can also write
(ali) = [ de’ o, (&) (e

= /dm §(x — x)b(z")
¥(x)

This might seem confusing because (z|1) is an amplitude like (n|y) i.e. just a complex number but 1 (z) is
a function...

Strictly speaking we shouldn’t write |¢)) = 1(x) but |p) = ¢ where ¢ : R — C is a function. ¢ is a rule for
mapping values in R onto values in C. ¢(x) is the value the rule produces at z. |[¢)) can be be constructed
in any basis (n|ty), but it is often most convenient to use the position basis. The choice of basis just reflects
how we choose to extract information from the state, but the state exists regardless of the choice of basis.
Don’t worry if this seems confusing; just avoid mixing |¢) and (x) notation wherever possible, especially
because we may need to deal with systems where there are more coordinates or discrete configuration spaces
to worry about.

5.2 Momentum Eigenstates

An alternative representation to the position representation is the momentum representation. In order to
construct this we need states |p) that are eigenstates of the momentum operator p such that

plp) = Ip)p

Let’s use position states to solve this, just to get used to how they behave. (We can always do it the usual
way as well - set %wp(sc) = pp(z) = Yp(x) = /\/’e+ww/ﬁ_)

(z[plp) = (xlp)p
We know |p) is also an eigenstate of the translation operator,
T(a)|p) = """ |p).
When the translation operator acts on the position eigenstate |z) we get
(a)[2) = | +a)
so we have

(| = (& =0|T(2)" = (x = 0| T(~2)
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and therefore

(alp) = (z = O[T (~)Ip)
— <$ — O|p> e+imp/h

where (z = 0[p) = ¢,(0) is determined by normalization, so we call it N'. Without solving a single differential
equation we now know that

(@) = (x|p) = NpetoP/R,

We use the normalization condition that 1 = [ dp |p)(p| much like for the position eigenstates, so (p|p’) =
5(p—p')

) = 3(p — 1) = NNy [ doemoeiesi'aln
= Npr/h/ dpeti®' —p)z/h
_ 2
= Njh2mdé(p —p')

So N, = \/ﬁ, and overall

e+zxp/h.

1
op(x) = (z|p) = NGoET

5.3 Momentum and position representations

From our knowledge linear algebra, we know we can write quantum states in terms of a given basis |n) using
a resolution of the identity as
) = Z Cn |n)
n

with ¢, = (n|y). Likewise we can write matrix representations of operators in this basis as

A= Z [n)m| An,m

n,m

with A, = (n|Ajm).

We can do exactly the same thing for position and momentum states

woz/hmmwm>

m:/@m%@

where position space wave function is ¢ (z) = (z|¢)) and the momentum space wave function is
¥p(p) = (PlY)-

From these we can obtain the probability density for position

p(z) = (la)(z|v) = [ ()

and the probability density for momentum

pp(p) = (YIp)(plv) = [vp(p)I>.
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This means observables like (p™) are easy to obtain if we know 1, (p)
(") = /dpp"\wp(p)IQ-

Likewise we can construct momentum and position space represenations of operators. In position space we

have
A= /dx/dx’A(x,x') |z}’ |

with A(z,2') = (z|A]2’) and in momentum space
A= [ v [ 4,00 0!

with A, (p,p') = (p|Alp)
Example 1: The momentum operator can be written in position space as
p= /dx/dm' ihd' (x — 2’ |z)(a'|

where ¢’ (x) is the derivative of the delta-function.

In momentum space this becomes

b= [ av [ @' vito =)ok = [ ol

Example 2: The translation operator T(a) = e~/ can be found in the momentum representation
trivially by noting that T'(a) is just a function of the momentum operator, so it is diagonal in the momentum
eigenbasis

T(a) = / dp / dp e PS(p — of) [p)pf| = / dpe= P/ [p)p)

Using this we find in the position representation

~ . 1 . . .
lF(@le') = [ dp (alp) (pla') " = o [ apetreiem v IRt — (o - (o' 4 a)

so the full operator can be written in the position represenation as

T(a) :/dx/dx’ o)’ | 6z — (2! + a))

evaluating the integral over ' we find

T(a) = /dx|x>(x—a| _ /das|x+a>(w|.
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6 The Harmonic Oscillator

The harmonic oscillator serves as a useful approximate model for many complex systems we encounter
in chemistry, e.g. vibrations of molecules, motion of atoms in solids, and even the electromagnetic field.
Perhaps more importantly, the tools developed to find the eigenstates of the harmonic oscillator form the
basis for understanding angular momentum, the structure of the hydrogen atom, and these tools also form
the foundations of the second quantisation, which is the framework for tackling much more complicated
many-body problems in quantum mechanics of molecules and condensed matter.

The Hamiltonian for the harmonic oscillator is

where [, p] = ih.

We will find the eigenstates of the harmonic oscillator solely using this property, and our toolkit from linear
algebra and the fundamental postulates of quantum mechanics.

6.1 Creation and Annihilation Operators

Let us write the classical HO energy as
E = hwa*a

with

1 k
a—i\/mp+\/mm and k= mw?

Now let’s write down the QM version which we will call the ladder operators (the reason for this name will
become clear soon)

And let’s evaluate hAwa'a

A hw
:H—7

Likewise hwaat = H + hw/2

So we can write the harmonic oscillator Hamiltonian in terms of these operators as

. 1
H=hw (a*a+2)

1

_ ant =
hw(aa 2)
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This also shows [a,a] = 1 but let’s find this explicitly, just for fun

[a,a"] = l@x + Mﬁ \/gx - imﬁ]
SN Y

1 1

7.9]) = — o (2ih) = 1

|

|

|
®
=
+

6.2 Ladder operators and energy eigenstates

Now suppose H |E,) = E,, |E,) and let’s consider

alho(al + 3) — hw) )

= a(H — hw) | Ey)

This shows that a|F,) is also an eigenstate of H with eigenvalues E,, — hiw.

Likewise we find .
Ha' |E,) = (B, + hw)a' |E,)

so a' |E,) is also an eigenstate of H with eigenvalues E,, 4 hw.

So overall we have shown that
a|Ey) < |E, — hw)
il |E,) o« | E, + hw)

This means @ and a' generate a ladder of states with

En—En_lzhOJZ

Energy

This is why we call these operators ladder operators. We will also sometimes call ' the raising operator and
@ the lowering operator. Equivalently, and somewhat more dramatically, these are called the creation (af)
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and annihilation (G) operators (this naming convention comes from a connection to the second quantisation
which we will explore in the second part of this course).

We will now deduce the absolute values of F,,.

Recall that H = hw(ata + 1). Assuming |E,,) is normalised, we have

. 1
E, = (E,|H|E,) = hw <<En|aTaEn> + 2<En|En>> >0
So this means the ladder of states must terminate at some |Ep) with a minimum Ey > 0 i.e.
a|Eg) =0
For this state we have (assume || |Ep) ||? = 1)

Eqy = (Eo|H|Eo)

0
i hw
= hw(BolatafEq) + = (Eo| Eo)
_hw
2

Bound states in 1D are unique (as we will show below for the harmonic oscillator), so there is one unique
ladder of states with

_

Ey = 5 i|Ep) =0
1
Ey = (1 + §)hw ‘E1> o af |E0>
1 .
By = (24 )hw | Ea) o (a7)? | Eo)
Energy

Ey = hw(2 4+ 1/2)

hew
By = hw(l+1/2)
hew
Eo = hw/2

6.3 Matrix elements of 4 and af

It turns out to be very useful to find the ¢, and ¢, from before to fully define |E,,)
a |En> = |En—1> Cn
and

E, = (En|hw(ata + 5 )| En)

N

= hw(n + %)
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Also

_ 1 1
By = hw(E,1]E,-1)|c, |2 + §<En|En>) = hw(|cn|2 + 5)

= |cn|2 =n

Likewise

. 1
E, = <En|hw(aaT - 5)‘En>
1
= hu(lef [ - 3)
1
— hw(n+ 1)
2
e =n+1
We can choose the phase of |E,,) so that || = ¢}
Soc¢t =+vn+1andc, =/n
So we can now find all the matrix elements of G and af.
We now write |n) = |E,)
(nla|lm) = (n|vm|m + 1) = vVmbpm+1 = Vn — 16n—1.m
(nlaf|m) = (mlaln)* = Vndpm+1 = Vm + 1nm41

And we can now find matrix elements of & and p as using

1 [2hw
Y Rl e
&=3 k(a )
1
s 5 A At
p=5 hwm(a — a")

We can immediately deduce that the matrix elements for & and p are

(nlifm) = 3 22 (nlalm) + (nla )

(nlplm) = 5.V 3R (nlalm) — {naf|m))

One immediate consequence is:
(n|#n) =0 and (n|p|n) =0

So eigenstates of the harmonic oscillator have an average position and momentum of zero.

We also see that (m|Z|n) is non-zero only if m = n + 1. This is exactly the selection rule for vibrational
spectroscopy that you’ve probably seen before. The vibrational quantum number n = v can only change by
1 when infrared light is absorbed.

6.4 Constructing position space wave functions

We can find tg(z) = (x]|0) by noting
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;
= zo(x) + \/Zim %wo(x) 0
L apo(a) = —amo(a)
= d%lwo(x) = _b%
- o1y

Zo

= Po(z) = o(0)e 2 (/b

We can find 1),(0) by normalising this state. Note that fj;o dz|(z)|*> =1 and fjs e dy = VE s0

+o00o 2
S 1= lwOF [
= 1= /= |to(0)

(1/6%)
= tho(0) = <7rll)2)1/4

2

1/4
This gives the full normalized g (z) = (b?) e~ 3(z/)*

We can produce all ¥,,(x) using

Hnlﬁ(@T)ndfo(I)'
m=1"~m
= =@ ()

Each factor of a' introduces a new power of z in front of the Gaussian function 1(x).

Yo () =

Recalling that the parity operator IIy)(x) = ¢(—z), the operator al is odd, i.e. [a'll = —al | so each factor
of @' also changes the overall parity of the HO eigenfunctions.

So we conclude that ¢, (x) = Ny H,(2x)o(z) where H,(x) is some polynomial in z of order n which is odd
for odd n and even for even n.

Now we know the eigenstates for the HO we can consider dynamics of the HO next.

6.5 Basic Dynamics of the Harmonic Oscillator

Let’s find general expressions for the time-dependent expectation values of position and momentum for the
quantum harmonic oscillator.

Recall Ehrenfest theorem

d )

—(A) = ={[H, A

(A = (1, A)
Also recall that for A = 2

£<>_i<>

dtJU _mp

55



andflzﬁ

For the H.O. ”C% = kx so

Let’s differentiate < (z) again

1d
= %%@)
k
= *E@)
Recall also that w = \/% SO
d2
@(@ = —W2<$>

We solve this with
(x) = Asin(wt) + B cos(wt)
At t =0, (x(0)) = B and
_ - dz)
= m(Aw cos(wt) — Bwsin(wt))

So (p(0)) = mwA

(a(1)) = (#(0)) cos(wt) + ——(p(0)) sin(wt)
(p(1)) = (p(0)) cos(wt) — muwl(0) sinwt)

This is just the classical equation of motion! (This is not true for general V(z) though!)

6.6 Heisenberg equation of motion for the harmonic oscillator

An alternative approach is to consider the equation of motion for an operator A(t)
fl(t) _ eth/hAefiﬁt/h

Note that we can use the unitarity of the time-evolution operator to write this in a couple of equivalent
forms

th(t) — %eth/hAeﬂHt/h _ %eth/hAeﬂHt/nH

[I:L‘A(t)] — %eif]t/ﬁ[ﬁ7A]e—iﬁt/ﬁ

=~

Now that us consider the dynamics of the annihilation operator. Set A = @ and we find

d Toa
a0 = £, a()
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Recall [AB,C] = A[B,C] +[A,C|B

So:

Z0(t) = WU () (~0)U () = ~iwa(?)

In order to solve this we can consider the matrix elements (n|a(t)|m).
= g (nla(t)
= (nla(t)[m

a(t) =32, n)

m) = —iw(n|a(t)|m)
) = e~ (nlalm)
(

nlayz,, [m)(mle=**

— e—zwt&
Also recall: af(t) = a(t)t = e*at and
1 [2hw
1
p=—V2hwm(a—a")

So by taking the expectation value of the time-evolved & operator (and a'(t)) we can find the time evolution
of (z(t)) and (p(¢)) directly. First note that

(a(t)) = (a(0))e™™

- ( @0+ m@(e»)

But also (a(t)) = (@(w(t» + i‘/zh}dm@(t»)‘

After some simple algebra we find this agrees with what we obtained from Ehrenfest theorem.

6.7 Coherent states

We will now explore the properties of a special class of states related to the Harmonic oscillator called
coherent states.

The coherent state of the HO is denoted |z), where z € C. It is an eigenstate of a:

ilz) =|z)z and (z]|z) =1
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If this is true then

2 (al) + (et |2))

(o) = (el 2|2} = 54/

1 2h A A~k
=5\ (#lale) + (2] a" |2))

_1/2h(+*)
) mwz *

Likewise for (p):

(plp) = (2|p|2) = V2hmwlmlz]

Let’s find a ket |z) in the |n) basis:
ilz) = Zcﬂn)z
n=0
o0
alz) = Z cnd|n)
n=0
:ch\/ﬁm*l) n=n—-1n=n"+1
n=0
= Z cni1Vn+1|n')  arbitrary index n or n’
n=0

So ¢, = vn+ lepta

z

=,
vn+1

n

= Cn41 =

z

Vn!
e |Z|2n

oo
2 2 z|? 2
1:E len] :E —'coze”co
n!
n=0

n=0

= Cp = Co

co = el

So:

n=0
> n
z 2
— Z In) e~ 1217/2
— Vn!

And V/n!'|n) = (a")™ |0). So we can also write this as:

2 > Z&T "
|z) = e~ 121°/2 Z % |0)

n=0

— o lz?/27a! 10)
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6.7.1 Time evolution

How do these states evolve? Consider a(t) |z) z:

efif{t/hd |Z> _ efif{t/h |Z> P

eszt/haeth/heszt/hd |Z>

e™'a ((t)|2(t)) =

=

So: _
alz(t)) = |2(t)) ze7*!

which means |z(t)) is a coherent state with z(t) = ze~** up to a phase factor.

From this and a'(t) = e**a’ we can show:
e—iﬁt/h& |2) = ’ze_i”t> o~ iwt/2
So coherent states evolve into other coherent states, with (z) and (p) obeying the classical equation of motion.

In this sense coherent states evolve in as close a way to classical as possible.

6.7.2 Average energy

The energy of a coherent state is:

As with the dynamics, we see that the energy is as close to classical as possible, with the minimal amount of
zero-point energy present. As the energy of the coherent state increases, the zero-point energy term becomes
negligible and these states behave essential as a perfectly classical particle would.

6.7.3 Coherent states, translations and boosts

Above we found that o ot
|2) = e /25 o) (3)

We can also re-write this by noting a™ [0) =0

12) = o177 /270" j—z"a |0) (4)
We can then use a result called the Baker-Campell-Hausdorff formula to obtain

eA+B _ A B —3[AB]

where other factors depend on commutators more than two A and B operators e.g. [4, [A, B]].
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Using this we obtain

zaf

PE S (5)

and we see that ﬁ(z) = e?@' =270 jg 5 unitary operator. This is called the displacement operator.

When z is purely real, this reduces to the translation operator e *#?/" and likewise when it is purely
imaginary it reduces to the momentum boost operator e*?)%/" So we see that the displacement operator
generalises the translation and momentum boost operators. In fact we can also write this as

D(z) = et®(2) o= i(@)D/h i(P)2/h

so the displacement operator both translates and boosts the momentum of a quantum state. For coherent
states the reference state is simply the harmonic oscillator ground state.
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7 Angular Momentum

Angular momentum is a vast topic covering:

e Spherical potentials, and atomic structure
e Molecular rotations

e Spectroscopy including NMR & EPR.

In this section we will cover the fundamentals of angular momentum that underpins the quantum description
of these systems.

7.1 Defining orbital angular momentum

The classical orbital angular momentum for a particle is

=Fx I
It is a vector ¢ with components T
by = ypz — 2py
Ey = ZPg — TPz
L, = TPy — YPx
z Y

~_

Note the cyclic symmetry: © -y — 2z =

This can be written concisely as
bo = Z €apyTBPy
By

where o, 8,7 € {z,y, 2} and €43, is the Levi-Civita symbol

Exyz = +1, €y =—1 etc.
It satisfies:
€aaf =0, €a8a =0, €gaa=0
and

Cafy = &b

Cafy = Efya = Eyap
We define the QM angular momentum operator as:
L=#xp
So

Lo =) eaprfsby
By
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ie.

Note [z, p,] = 0, [2,Pz] = 0 etc. So the order of 7, and p, does not matter in the definition of L.

In the exercises you will show using [Z,,pg] = ih that

fns) = 3 e

Y
i.e.
(Lo, Ly) = ihL,
[Ly, L.] = ihL,
(L., L] =ihL,
and o
[L? Lo =0

Consequences: L? and L, can be well-defined simultaneously for a QM state, but not two different L, and
L.
7.2 Angular Momentum Eigenstates
From [L2, L.] = 0 we know a state |I, m) exists such that |I,m) is a simultaneous eigenstate of L2 & L..
L2, m) = fill,m)
L.|l,m) = gm|l,m)
7.3 Ladder operators

As with the QHO we can define operators:

~

+
I

~
8
+

=
<

~
I
~
8
|
=
<
I
~
L

And we find the following useful commutators:

[Ly,L_)=[Ly+ilLy, Ly —iL,]
= _Z[zxaiy} + Z[iya Ew]
= —i(ihL,) +i(—ihL.)
=2hL,

Ly, L] = [Ly +iLy, L]
=Ly, L] +i[Ly, L]
= —ihLy +i-ihL,
= —Ti(Ly +iLy)
= —hl,
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= hl_

(L3 Ly] = [L? L, +iL,]
=[L? L,] +i[L? L,]
=0

So we can deduce that the states |[¢, m) behave as follows when L act on them:
L2ha 0,m) = Ly [ﬁ? e, m>} L2014 =0
= i/i (f@ |€a m>)
= fo (L le.m))

So Ly |¢,m) is also an eigenstate of L2.
Also [ﬁz,ﬁi] = ihﬁi, SO

L.Lo|t,m)= [LZ,Li} il ) 16, m)

:thLi + Ligm ‘é m>

N——

(
(ihLi Lyl ) 16, m)
= (
= (gm

1) (Lo l6,m))

So L [¢,m) o |¢,m + 1) where gt = gm + .
(This looks familiar from the QHO a and a!)

I:+ and L_ form a ladder of states which are eigenstates of L? and L, with L, eigenvalues separated by +h.

[, m +2)
B )i

[¢,m + 1)
B )i
A £,m)
Ly < >L_

[¢,m — 1)
B )i

[¢,m —2)

Note that the label “m” was arbitrary, so we can set

hm = gn,
Question: Is this ladder infinite?
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Answer: No! Let’s see why...

We can write L? as:

L =12+ L2+12
=24 Db =i Ly Ly| i [ Lo Ly
=I?+L,L_ —hL.

And we also know
(bm| L2 |tm) = (ém)| (L2 iiio+ hﬁz> |em)
= R2(m? —m) + (¢m| LT L_ |tm)
=fe=0

So

fo—h*m(m—1) = (¢m| LT L_ |tm)
= |IL— |em) |?
>0

So L_ |¢m) must terminate for some m = mpy, <0

Likewise . R o .
L*=1°4+L_L,+hlL,

and o
fo=R*m(m +1) + (¢m| L1 L, |m)
= fo—Pmim+1)>0

For a given f, and m > 0, m cannot be increased arbitrarily, and satisfies this.

So we have

fe — B*m(m —1)
fe —R*m(m +1)

VAN
o o

V[¢m) that exist.

This means
[A/J,_ M, mmax> =0
j;— |€a mmin> =0
But also

fo = PP M (Mumax + 1) + ||ff+ £, Mimase) |12
fl - thmin(mmin - 1) + ||‘Z/* |€7mmin> H2
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= Mmin = —Mmax = 14

and
fo=R20(041)

And therefore for a given ¢ (i.e. fy), m takes values

m=—L,—0L+1,... 0—1/¢

This implies either ¢ is an a positive integer, or half-integer.

For an orbital angular momentum only £ =0, 1,2, ... is allowed, we’ll see why shortly. But half-integer ¢ is
allowed by the angular momentum operator rules. This is true for intrinsic degrees of freedom, namely spin.
Let us conclude by finding the ladder operators’ matrix elements. We have shown that:

Lole,m)=cf |6,m+1)

L |t,m)=c, |6,m—1)

And also

fo—WPm(m£1) = | Ly |tm) |*

= BAE+1) - RPmim+1) =|c [

We can choose the phase of |[¢m) such that

ch =TIl + 1) —m(m+1)

And lastly

(| Ly |€m) = ¢y S0 Smmr+1
= ('m!| L_ |em)T

*
= Cyprym 5@6/6m,m’+1

= ¢, =W+ 1)—m/(m —1)

And lastly we can find matrix elements of L, and f/y

~ 1 ~ ~
(| Lo |0m') = 5 ((zm\ Ly |0'm!y + (tm| L_ \E’m’>)

h
= (VI T~ G+ DB

1) — il (m — 1)5M5m,m/_1)
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And for f/y

R h
(em| Ly |em") = - (VET+1) =m0 + 1) 000 b

) — i (m — 1)545,5,%,,1)

7.4 Angular momentum and rotations

Previously we saw continuous symmetry operations take the form of unitary operators on quantum states.

Rotations about x, y, z axes must also have unitary representation with corresponding generators, i.e.

For a vector observable:
(A) = (Y| Alp)

(R A)= (| UJAUL |¢) V|¢) € H

So R o
R A=UlAU,
For a small rotation angle about z A; Yy
RA),=A,
i j) X X 60
(RA), = A, + 604, + 0(66%)
(RA), = A, + 3504, +0(66%) s e
X
And for U, (66) we have R R R
U.(60) =1 —iJ.660 + O(66?)
So
i[J., A =0 =[A,,A.]=0
i, A = -4, =[J., A =iA,
i, A =+A, = [J., A, =iA,

And more generally
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o Ao =13 o,
Y

An infinitesimal rotation about n is

U, (60) = Uy (n00)U,(ny,00)U. (n.50)

So
Un(50) = CXp(—iQ . 159)

By the fundamental rules for how rotations compose, if we rotate by 8 about «, and then §0 about n, this
is equivalent to rotating first by « and then by 66 about @;1(9)@, i.e. we have

which is equivalent to J transforming as

0.(60) JUL(9) = R

An alternative way of showing this is to consider a small rotation about an axis «;, it is fairly striaghforward
to show that
R (300) = 1+ 60,e) + O(562)

X

where v*u = v X u, so v* is an anti-symmetric matrix of the form

0 —v, Uy .
QX = Uz 0 —Ug = - § ea,B'yQaQB Uy
—Uy Ve 0 afy

We can use the triple cross product rule a x (b x ¢) = ba’'c — (a”b)c to show that for 2 and y rotations

ﬁa(éea)Rﬁ(&%) =1+ 59ag: + 59522 + 59&593(@697; — (ngﬁ))

SO
R (00.)R (00,) — R (00,)R (30,) = 30,00, = R _(30,00,) 1

The quantum rotation operators should obey this composition law so

*Z[j"ujy] = Jz — [j"mjy] = Z‘jz

we can repeat this argument for the other commutators to show that J,, transforms as a vector.

This means o .
[Jas Js] = ZZ €apy Ty
¥

So i transforms as a vector under rotations as well.
The only operators satisfying this are angular momentum operators x % So let us replace Jo = Jo /h above.

Now let us define

J2(j.m) = 125 + 1) |3, m)
J21g,m) = hm|j,m)
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For a given value of j, 1 = e |3,m) (G, m|

Let’s consider U, (0) in the |j, m) basis

0.(0) = ie=*-0/m

= > lim) Goml e =0 ') (5, m|

m,m’

= e gm) (G| S e

m,m’

j
= > e g m) G,ml

m=—j
Letm=—j+nforn=0,1,...,2j§
so we can write U, (6) as
25
U.(0) =90 e |j,—j +n) {j,—j +nl
n=0
If § = 2 this is a 360° rotation. U, (2) is
25
Uz(277) — eQﬂ'ijG Z e~ 2mn |]7 —j+ TL> <], —j+ n|
n=0
— o2mii]
So for integer j . R
U,2m) =1
But for half-integer j .
U.(2m) = -1

We note that for any state we can define

W)= D Lim) Goml) ©)

) = > ) (7)

j€integer and half-integer

For position-space systems we need



So in position space only j = integer is allowed.

If j = half-integer, the basic rules of rotations and angular momenta still apply, but in 3D position space
this is forbidden, so j = half-integer is only allowed for other ”intrinsic” degrees of freedom e.g. the electron
spin or proton nuclear spin.

7.4.1 Euler-Rodriguez Formula

If we rotate about z then
R v =e,(cos(0)v, — sin(f)vy) + ¢, (cos(0)vy + sin(0)vs) + vze,
which we can re-write as
R v=cos(0)(L—e.e;)v+sin@)e, xv+ee v

Since our choice of x,y and z axes are arbitrary, assuming they have the correct handedness, this should
also apply to rotation about an arbitrary unit vector n

R v= cos(6)(1 — MT)Q +sin(f)n x v+ nnlv

Taking the small 6 limit of this gives the formula for small rotations we used above.

7.5 Coupled Angular Momenta

We previously saw that for an angular momentum operator J whose components satisfy:

[jav jﬂ] = izeaﬁvhj“/ (€)
¥

Its eigenvalue J? and z (or z or y) component can be simultaneously known because
[J2,Ja] =0
And the simultaneous eigenstates satisfy:

J2gmy) = 0255 + 1) g, my)
J. |.]a mj> = hmj |.]a mj>
For j=0,3,1,3,...,mj=—j,—j+1,....5—1,].
We note that any set of operators satisfying (C) will have these eigenstates.

Suppose now we have two angular momenta S and L:
Lo, Lg) = Z i€agyhL,
2l

[Sa, Spl =D i€apyh,
Y

And suppose these are independent so

[Lo, S =0
Let us define the total angular momentum:
J=8+1L
j(x = Sa + fla



Is this also an angular momentum? If it satisfies (C) it is! Let’s check this.
[jomjﬁ] = [Sav‘gﬁ} + [S‘Ozaf’ﬁ} + [f’avgﬁ} + [f’avi’ﬁ]
= Z ieag—yﬁgfy + Z ’L'Gagfyﬁfpy
gl gl
= Z kaﬂwh(g'y + f’v)
gl

= Z Z’Eaﬁvfij7 v
ol

This is an angular momentum.

We can also check [, L?]:
[jowi/Q] = [Sa, LQ] + [La, L2]

0 '.'[S'a, f/g] =0 0. L, is an angular momentum
=0

And likewise [J,, %] = 0. As an exercise show [.J2, L?] = [J?,5?] =
This means we can simultaneously define J 27 Jz, L27 S2,

Can we also define L.? Clearly [J.,L.] = 0 and [L?,L.] = 0 and [$2,L.] = 0. So we only need to check
[J2, L,):

= —2ihS,L, + 2ihS, L,
40

And likewise [J2,S.] = —[J2, L.] # 0. So we cannot define L, & S, if J? is well defined.

This all means for a given eigenvalue of L? and SQ, we can either define J2 and J, or L. and S’Z, but not all
four of them.

The J 2, J, eigenstates are called the coupled representation.
j2 |j7mj»‘€ S> - h2 (] + 1) |.77mja€ S>
J, l7,mj, £, s) = hmj|j,m;, L, s)
L2 l7,mj, £, s) = R0+ 1) l7,mj,¢,s)
) =

SQ |jamj>€ S h28(5+1) |jamja£a3>

and the ﬁz, S, eigenstates are called the uncoupled representation.
L2 10, me; s,ms) = h20(0 + 1) |€,me; s,my)
S2 10, mg; s,ms) = B2s(s+ 1) |6, mg; s, m)
L. |0, me; s,ms) = himyg [0, myg; s, m)
) =

Sz M?mf;s7ms hms |€amf;3ams>
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In what follows we will sometimes drop the explicit £ and s quantum numbers and use the simplified notation:

|ja mj,ga S> = |j7mj>

wv m[;57m3> = |mf;ms> = |m€> |mé>

Q: Can j take any value?
A: No! Let’s see why.

We know the states {|j,m;)} and {|me;m,)} both form a basis for a given ¢ and s. This means there can
only be (204 1)(2s + 1) total coupled states (because this is the total number of uncoupled states), so there
must be a maximum j.

We also know |j,m;) and |mg; m,) are both eigenstates of J.:
jz |]a mj> = hmj |]a mj>
jz ‘mi;ms> = (-i/z + gz) |ml;ms>

= h(myg + mg) |me, ms)

This means that

mfams>

i N\ — § : J,m
‘-]7 m]> - C(Z,mg,s,ms
mMe,Ms
met+ms=m;
J,m _ .
where Cé,mz,s,ms = 0 unless my + ms = m;.

But the max value m; and m, can take are ¢ and s and likewise m;’s max value is j, so the maximum value
j can take is:
jmax =l+s

Also j can only take integer steps from jyax, because my = £ — % and mg = s — % states do not exist. This
means:
j:£+s>£+s_17"'ajmin

There is only one set of states with j = £+ s — 1, because there are 2 states with m; =4 s — 1:
[6—1is) , |fs—1)
where 1 state in this subspace is generated from total j =¢+s, and m; =+ s — 1:

j,\f—i—s,f—i—s)oc|£+s,£+s—1)o<czme [0 —=1;5) +cq . |68 —1)

So the only other state orthogonal to [{+s,{+s—1)is |[{ +s— 1,0+ s—1).
We can repeat this argument for every m; to show that |j,m;) is unique.
The last question is: what is jyin?

Let’s take ¢ + s = integer. The m; = 0 subspace is spanned by |j,0) for states j = jmin, jmin +1,..., 0+ 5—
1,0+ s.

But also the m; = 0 subspace is spanned by the uncoupled states (take £ > s):

|*5a5>7|7‘9+135*1>>-~"|5*177‘9+1>v|5,*5>

There are 2s + 1 of these states. Likewise there are ¢ + s — jin + 1 coupled states. This means:

(48— jmin+1=2s+1
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= jmin =(—s
The same argument applies to the | 7 :&:%> subspaces for £ + s = half integer. Overall we find:
j=—=s,[t—s|+1,....84+s—1,0+s.

This fully defines that set of allowed coupled angular momentum states.

7.6 Application of the coupled representation: Coupled spins

The Hamiltonian for two identical spins in a magnetic field is:

~ ~ ~ 2J -~ ~
H= /YBSIZ +'VBSQZ + ?SI : 52

Q: What are the eigenstates & eigenvalues?

A: Let’s rewrite this as:

51.52:§(S2—s?—§§) with S = S; + 5,
So:
B =~B(S1. + $.) — %(5(5+ 1) = (814 1) — Ss(S + 1))
= BS. — 1(5*~ 81 - &)
for S=|3—3l,....,5+35 mg=-5,...,+5

We have shown that .§’12 , 3'22 , 8% and S, all commute and the simultaneous eigenstates are:

‘Sa msSy, 52>

The energy eigenvalues are:
Esm. 5150 = (RyBmg — hJ(s(s +1) — s1(s1 + 1) — sa(s2 + 1)))

For s; = % and sg = % the energy levels are given by s = |% — %|,...7%+ % =0,1, mg = —s,...,+s. These

energy levels are sketched below.

Energy s=0,ms=0
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7.7 Application of the coupled representation: Atomic structure

We have seen that if a system’s Hamiltonian is rotationally symmetric, then it commutes with the total
angular momentum operator, and the energy eigenstates can also be set to be eigenstates of L? and L.

For a single electron in an atom, its orbitals (atomic wave functions without spin) will be eigenfunctions of 2
and £, (with iy denoting the orbital angular momentum operator for a single electron) with correspondmg
quantum numbers £ and m. With spin added, the Hamiltonian is also invariant to rotations with j, = Uo+3q,
so the eigenstates will also be eigenstates of j, the total angular momentum of the electron (orbital plus spin).
The electron spin quantum number is s = 1/2, which is a fundamental property of the electron, so the full
eigenstates including spin will be eigenstates of j2 and j.. The magnetic field generated by orbital motion
of the nucleus relative to the electron, B, x (+Z2){, interacts with the electron spin magnetic moment,
p, o (—e)s, with a Hamiltonian given by

I:Isoc = 5(72)5 . $
where £(7) o< Z/r3. Applying perturbation theory (more on this later) the spin-orbit coupling energy at

lowest order is
Buge = g<£ s> g <32 — g —5?2>
with ¢ oc Z4.

In N-electron atoms, electron-repulsion means that for a given set of single-electron orbitals, with well-
defined ¢; being occupied, to first order electron orbital and spin angular momenta couple separately, so we
get a total orbital L and spin S angular momentum

Lzél +£2+"'£N

S=58+5+3y
This gives eigenstates for the N-electron atom with well-defined L and S quantum numbers. When the same
sub-shell is occupied, only certain combinations of L and S are allowed on exchange symmetry grounds.
The overall electronic wave function must be anti-symemtric with respect to swapping any two electrons. It
turns out that the maximum L or S is symmetric, and the symmetry/anti-symmetry alternates as L or S is
lowered. Anti-symmetric total orbital wavefunctions will be more stable, due to reduced repulsion, and larger
total L, for a given symmetry, will be lower in energy. The Hamiltonian (including spin-orbit inAteractions)

is invariant to total rotations l?y Jao = Lo+ 8., soAthese apgular momenta couple into a total J,, and the
eigenstates are eigenstates of J2 and J, as well as L? and S2.

Due to spin-orbit coupling, there will be an effective spin-orbit interaction for a given orbital occupancy, L
and S of the form ¢
freff — S(j2_j2_ g2
S )

soc CL ! § =
In the hydrogenic atom ¢ > 0 but for multi-electron atoms, depending on the orbital occupancy ¢ can be
positive or negative. If a sub-shell is more than half filled, e.g. p* or d”, then ¢ < 0, otherwise it is positive

like in the one-electron atom.

7.8 Coupled States and Clebsch-Gordon Coefficients

We saw before that
l7,m;, £, s) = Z C]ZZsms [€,me; 8,m5)
My, Mg
The coefficients CZ ::;’ s = ({,myg;s,ms|j,mj,l,s) = (€, my;s,ms|j,m;) are called the Clebsch-Gordon
coeflicients. Unfortunately there is no strong consensus on notation for the Clebsch-Gordon coefficients but
throughout these notes we will use this convention. Noting that

T lomg) = I+ 1) = mj(m; £ 1) |j,m; £ 1)
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We find

Ji |j,my, 0, 8) = Z clmitl h\/j(j—i—l)—mj(mjj:1)|€7mg;s,ms>

l,me,S,ms
me,Ms
= 3 eI (h¢a€+ly—mﬂmﬁilﬂﬁmgiLSJm>
me, Mg

+hy/s(s + 1) — mg(ms £ 1) |£,my;5,mg + 1>)

Therefore by comparing coefficients of |¢, myg; s, m)

Cmﬁl¢M+DﬂMmiD oo VO +1) —my(mg F1)

£my,s,mg £meFl,s,mg

OLmJ s,msF1 \/S(S + 1) — My (ms + 1)

l,myg,

From this recursion we can construct arbitrary coupled states.

We can also obtain some orthogonality relations:

<.j/7 m;ﬁ ¢, s34, my, £, s) = 5j1j/6m"1m/‘

] m;
m;,s mg Z SN, S, Mg

me,Ms

And likewise

/ /
<£7 my, S, ms|€, my, S, ms> = (Sm;,m;émé,m’

— C’]7m] JamJ
lmyg,s,mg Km 7,8,

7.9 Matrix Elements using Wigner D-matrices

Suppose we want to find matrix elements of the form
(7', m’ |04, m)

Is there an easy way of simplifying this problem?

Let’s start by defining the Wigner D-matrices.

R)|j,m Z\a, ) D) (R)

—0n-Jd/h commutes with J2.

We know the rotation operator U(R) = e
Motivated by this let’s assume we can also decompose O as
) k
0=y 3 1
k=0q=—k

where

d

k
5 (k) k)% (o Ak
UNRITMOR) = S DE(R)T
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For example, if O is a scalar

UT(R)YOU(R) = O

D(()?())(R) =1, s0 Téo) = O and all other Tq(k) =0

If O =V, is a component of a vector

UN(R)VAU(R) = > RasVp
5

So the set-of vector operators span a 3-dimensional space of operators, so

1
Vo= > TM(Va)

q=-1

We note that DY)

m’,m

(R) is given by

DY) (R) = (j,m'|U(R)|j, m)

m’,m
So for a small rotation we have

00 [n- 1, 70| = +i > 00T, (k. jn - 1k, 0)
q/
= |0 LI = 10 In - Ik, q)
q/

With n = e, we have

5o & (k
[ TP) = 2T e )
ql
— F0hg

andn=e¢, £ igy
e T ) = ST ko k. a)

q

Aq(i)lh\/k(k +1)—qlg£1)

Using this we can show some useful things e.g.
. A . A (k)| -
<j,7m/|Tq(k)|j’m> = <]l7m+q|TO( )‘jvm>5m','ﬁ1+q

To prove this let’s consider
0= (| [1o 7] = haT g, m)
= A(m' —m —q)(j',m|TM|j,m)

= (j',m’|Tq(k)|j, m) =0 unlessm' =m+q
This turns out to be a special case of the Wigner-Eckart Theorem.

75



7.10 Properties of Wigner D-Matrices

before proceeding it is useful to derive the following property of the D-matrices. We start by considering
how the state |¢, my; s, m) rotates

U(R) |6, mg; s, ms) = Z Z Dfﬁi;m« )DS) o (R) |6, m); 5,m)

4:—/m =—s
we note however that
l+s
[6mess,me) = > Z Com? o |3:m5)
j=—s| mj=—=j
and therefore the rotated state is
{+s
U(R) |6 mes,ms) =Y Z Z Climtom 7 m) D), (R)
j=|— s|mJ:*jm =—j

By inserting the expansion of
expressions we find

7 m;> in terms of the uncoupled states, and equating the first and third

l+s
(©) (s) J,m J m; (@)
Dm My (R)Dm’ mS Z Z Z CZ mg,s mg E m ,8,m/, Drrjl ,m; (R)
Jj=|—s| mj=—jmi=—j

We also note that

This means

7.11 Wigner-Eckart Theorem

Let us consider how Tq(k) |7, m) transforms under rotations

U(R)T™® |j,m Z Z D) (RDE), (RIS |5, m) 8)

qg=—kn=—j

This immediately tells us that T | j,m) has an expansion of the form

Jj+k J
T gmy=> " > w0,
J'=li—k|m'=—j’
so when rotating this we find
Jtk i
URTPmy=>" Y Z ') DT
n j'=lj—k|m
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If we instead insert the expression above for a product of two D-matrices we find into the first equation

k J
A A~ . -/ -1 ml A/,’I’LI A~ k .
URTE jymy= > DY) (R S S opm ol 10 5,n)

it m! g'=—kn=—j

If we take the inner product with (j/,n"| for the two different equations immediately above for U (R)Tq(k) |7, m)
and equate them we get

k J
-/ »/’m/ »/’n/ . A~ k‘ . -/ </7m/
o DU ®) > Sl G T ) = > S DY (RTLT

3’,n’m’ q¢'=—kn=—j j’'m’'n’

Equating the coefficients of Dg,/zn, (R) we obtain

k J
./ 7 A 1l -/ /
g’ m J'm iy (k) _ j'm
Ck,q,j,m Z Z Csz',jm {7 |Tq/ [4:m) _5"”7"'Tk7q7j,m
q¢'=—kn=—j
k J
A !’ -/ 2 -/ 1" -/ ’
3’ m g3’ n g g’ m
= Cliim D 2 Ol i T = 0w T
q¢=—kn=—j

independent of m,m’,q

The term inside the sum depends only on j, ', n/,n”". The other factors on the LHS and RHS are independent
of n’ and n”. Dividing by C}, ;" tells us that the ratio 7} "/ /C} " is independent of; m,m’, q, so this
ratio must be proportional to a constant that only terms of 7, 5" and k, which we denote (j||T™||5) /v/27 + 1.

Overall we find that
T~ ST H5)
34,7,™M »q,7,m /2j/ + 1

The constant is ratio to be divided by /25’ + 1 by convention. We can check our deduction for consistency
with the above straightforwardly.

(9)

The Wigner-Eckart theorem has big consequences e.g. atomic selection rules! It is also very useful in
simplifying the calculation of many different matrix elements by immediately telling us that only a small
handful of matrix elements of the form

= G/ [T 5, m)

are non-zero, and the non-zero terms are determined by which Clebsch-Gordon coefficients are non-zero.

An alternative proof
As we showed above general, the matrix element (j’, m’ |Tq(k)| j,m) is given by

) gt GITW)
<J’,m’\Tq( )Uvm> = Cj7mjfk,q 23/ T1

’or
J amy

where (5'||T*)||5) is called a reduced matrix element independent of m, m’ and ¢ and C j' is a Clebsch-

myik,q
Gordon coefficient (j, m;; k, ¢|j’,m’).

To prove this another way let’s consider

(4, m/| [ji’ Tq(k)] gom) = (', | T, m)n/ke(k + 1) — q(qg £ 1)
=m/j' G+ 1) — /(! £ 1), m/ 1T |5, m)
— GG+ 1) —m(m £ 1), T8 [j,m 1)
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We define (j’,m’|Tq(k)|j7 my =Tk

3’sm’j,m
Therefore:
7 k, k,j
\/]/(jl+1)_ /( /i1>T’jnjl:t1qm_\/-7 mil)T]szqmzl:l
+\/k _qqil)Tj;nq:tlm
This is the same recursion as the CG coefficients, so
k.5’ i’
S qm = constant x C mjf,w
(k) )
The constant is defined as %
Projection Theorem Let’s now consider a vector operator V T( ),
How can we find (j,m’|V,|j, m)?
Consider Vq is given by
N 1 - N
Vi = :Fﬁ(vx +iVy)
Vo=V,
The expectation value of this is
h N
— —=(,m|Vi1|j,m - -1
75\ mlVaals DVi(j )

+\%<j’m|f/_1\j,m+1>\/j(j+1)
= a;m{jIV15)
Also by WET o
. 1V - T
(J,m|V - J|j,m) = C;)}JnOmOHQj\/T'lﬁ
CY30m = (0,0;4,m|j,m, 0, ) = 1.

So = ajm = aj, and setting V=

(. m| 2|5, m) = a; (4|1 5)

This means

A s T T Gll7115)
GlIVg) = Gyml - J]j,m) —=——=—
(3, m|J2|j,m)
Also WET tells us )
Cl,j _ <J7m|v:1‘]7m/> \/2.7+]-
pram @V
which is true for V = J so )
Cl,j _ <J>m|Jq|]am/> V2J+1
o GI715)
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Finally putting this back into WET for V we find

G| Jglg,m) - 25+ 1 (G, m|V - J|g,m) (5| J||5)
Gl V25 + 1(j, m|J?|j,m)

= W<jvm/|jq|jam>‘

<j7 m/|‘7q|jam> =

This result finds use in deriving the Landé g-factor for the energy levels of atoms in magnetic fields.
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8 The matrix formulation of quantum mechanics

Thus far we have used techniques from linear algebra, operators and differential equations to solve QM
problems.

We will now explore how to formulate some of these problems instead as matrix problems.

8.1 Matrices and Vectors

As a reminder, vectors are arrays of complex numbers

U1
U2
v = .
UN
and matrices are 2D-arrays
An A - Ay Afl
Ay A : AL,
21 22 : =,
A= , = =@ A o Alw)
: - : G
ANt oo ANN AN
Matrix-matrix multiplication is defined as
C=AB

Cnm = Z Ank:Bk:m = Aaj":n . Bc’m
k

Matrix-vector multiplication is a special case of this

u=Av

T
Up = E Apgvg = A, v
k

Matrix-multiplication is a linear operation, i.e.

A(av + bu) = a(A4v) + b(Au)

And we can define the inner product of two vectors as

%
ul o= v,
n

8.2 Mapping QM to Matrix Equations

Suppose we have a basis {|n)} for a Hilbert space and we know the expansion of |¢)) and |¢) in this basis
l9) = Z In) an an = (n|¢)
) = [n) bn by = (ny)
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The inner product is

() = (|1)
= (gln) (n|e))

= Z ay by

If we define vectors a and b, we have

(pl) =a'-b

So we can map inner products to vector inner products in a particular basis. Likewise we can find actions
of linear operators as

#) = Al)

an = (n|¢)
= (n]AJy)
(n|Al[y)
= (n|Ajm) (m|y)

=" (nlAlm) by,

= a=A-b where[4A], = (n]Alm)
[Remember we often referred to (n|A|m) as a matrix element]

This means eigenvalue/eigenvector problems in QM map onto eigenvalue decompositions of matrices.

Ay = o)

is equivalent to
b= MXb

So if we know (n|A|m) in a particular basis, we can solve many problems in QM (at least numerically).

8.3 Example: Spin-%

We can choose the S, projection eigenstates as a basis for a spin-1 system, {|s,m,)}

In general the matrix representation of Ais

_ ({aldla) (aldB)
A_(<BlAla> <ﬂA|ﬁ>>

The matrix representation of 1 in this basis is

—>
I

o
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For 5'2 we have

So

For 5'+ we have
1

57

/

- 3
S+ ms> =h i - ms(ms + 1)6vns,m’s+1

1
57 ms

= (alS4]a) = (B15+18) = (BIS+]a) = 0 and

So

Likewise S_ is given by

And S, = %(§+ +S )and S, = i(3+ -5S2)
_nhfo 1 (0 —ib
Sx_z(l 0) Sy_(—&-ig 0 )

8.4 Example: Two Spin—%

For a system with 2 spin—% angular momenta, Sy and Ss, we can define a basis

1) = [maz) = |aa)
12) = |a12) = |aB)
3) = [Braz) = [Ba)
|4) = [B182) = |BB)

With o; = a; or 3;, we know if Al only acts on spin 1
(o102]Av|ot0h) = (01]A1lo}) (o2l0h) = (01| A1]0) 6y
and likewise for A, that only acts on 2

(0102| As|00h) = 65,01 (02] As|oh)

For example, Sy, is given in this basis by:

N | St

=1z

coc o~
cor o
|
—_
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And Slxi

| St

=lx

o= O O
— o o O
= el el
o O = O

And ggzi

o O O
30

O = OO
o OO

And S2$Z

§2a:

1 0
lo -1 0
Q*Z 0 -1
0 0

=S

-8

=lz =2z

| St
cor~o
e e
— o oo
o~ oo

And Slzggz =C

—_— o O O

You’ll notice in general that Ay is represented as

A 0 An 0 A (Anl A121>
Tl A 00 Axn 0 | (Anl Asl
O A21 0 A22 B -

where A = (n|A1|m) are the matrix elements of A; in the a, 3 basis without S,.

Likewise for Bg that only acts on 52:

By Bz 0 0

B — By1 By 0 0 |1_(B 0
2 0 0 Bu Bio 0 B

0 0 By B -

And generally for C = A1By = Bo A,

_ _ (AnB ApB
C= A®B—A1'Bz_(A21B AssB

This is called a Kronecker product and it’s a consequence of ordering the composite system basis functions
as

=111
2) =11,2)
3)=12,1)
4) = 12,2)

In the next section of these notes we sketch how to apply these principles to more general multi-particle/composite
systems.
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8.5 General Composite Systems

Suppose we have multiple independent degrees of freedom in a QM system, e.g. x and y positions of a
particle or two different angular momenta L and S. The full Hilbert space of the composite system is a
direct product of the two subsystem Hilbert spaces:

H=H1®H

We assume H; has a dimension of N7 and H3 has a dimension of N. Given a basis of H1, {|n1)}, and for
Ha, {|n2)}, we can construct a basis for H as:

[n1,n2) = |n1) @ [n2) = [na) [na)
An operator acting on H; has the following effect on the basis states:
Ay In1,na) = (A1 In1)) ® o)
=D Al Ima) ® ng)

mi1

and for Hy we have:

Az [ny,ng) = 1) @ Y Az iy ny IM2)

mo

The quantum state [¢)) € H = H; ® Ha can be written in terms of a 2-index tensor (a matrix) as:

|¢> = Z Anq,no |n17n2>

ni,n2

For practical calculations, we need to flatten this out into a vector:
W}> = Z QA "I”L>
n

We do this by defining a total composite index n, for ny =1,2,..., Ny, ng =1,..., No, as:
n = (NQ — 1)n1 + N2

So |n) = |n1,n2), and n runs from 1 to N = N3 Na, which is the total dimensionality of the composite
system.

This means @ is given by:
a1
ai2

a1N

IS]
I

Apn = Qnq,ng

a21

aANN

Given this, how can we represent A; and A, as matrices?

We know:

84



<n1> n2|Al |m1a m2> = Al,n1,m16n27m2

We can also define the Kronecker product of two matrices as:

AnB  ApB - AN B

AnB  ApB -+ AN B
A®B= . , .

AN, 1B AN, 2B -+ An, N B

Now if Alanl’ml = 67117101 5m1,Q1:

Al |1/J> = Z |p1> QAqy,nso

= Z|n> bn

So b is given by:

Qq,,1 <—n=(N2—1)p1+1
Qqy,2

IS
Il

Qq,,N; —n= (Ng — 1)])1 + N2

0
Which is equivalent to:
b=(4,®L,)a

0, - 0,

. ) .
=2

4,®1,=

9,

0 .- 0,

=2

It is straightforward ot generalise this to arbitrary A; by decomposing A; = > v A1p1.gs [P1){g2| and using

linearity. So in general A; —» A ®l.

Likewise for Ay = |ps) (ga|:
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AQ |7/}> = Z |n17p2> Uny,qo
ny

= Z|n> bn

Al,q, | <N =DP2

IS
Il
(an)

ANy qs <—n=(N1—1)N2 + p2

which is equivalent to:
b= (1, ®4,)) a
4, O 0
0 4 0
Led =T 7 .
0 0 - A

=2

Again by decomposing an arbitrary A, as we did for A; into Ay = 37 A2 py.qs [P2)(g2] and using linearity

P2,q2
we see that this expression applies to general As.

For a general operator C= /1132, its matrix representation is given by:

g:él'éz

=(4,©L)1,®B,)

:é1®§2

We can generalise this for N-degrees of freedom by iteratively applying the argument above.

H=H1QHsQ - QHnN
AlAQ"'ANHé1®é2®'”®éN«
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9 The Hydrogen Atom

9.1 The Hamiltonian

The Hamiltonian for an electron in a Coulomb potential is

. o Ze? K2 H? 0? o2 Ze?
=1 - _ B U B I A
+V 4egr 2m. (8962 + Oy? + 822>

dmegr

where r = \/22 + 92 + 22 and Z is the nuclear charge of the potential.

In the exercises you will show that

- - PA
H=FE,H = E, <T’ — )
p

ﬁ/ _ 1 82 N 82 N 82 B Z
2\ Ox'2 8y’2 022 p

where © = agx’, y = apy’, 2 = agz’. This is a conversion to atomic units. Fj is called the Hartree, and it
has a value of about 27.2 eV or 2625.5 kJ /mol. ag is called the Bohr, and it’s about 0.529 A.

K2 e2
Ehag = Eh =

2Me 47eg

ke K2
= ag = — E, = 5

e“Me mMeaj

Hereafter we will now drop the primes and work in atomic units.

9.2 Spherical polar coordinates

We can transform this to spherical polar coordinates
T =rcos¢sinf
y=rsin¢sind

z=1rcost

Using rules from multivariable calculus e.g.

of ofor 9f00 0f0¢

or ~ Or Oz +%0m +5‘Ti)8x
and g—; = (%)_1 etc.

We end up finding:

2
AQ: .1 a(sin98>+ 1 9

You will also show that
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—Ag =17
So
r2
We can then also show that

So the eigenstates of H can be chosen to be simultaneous eigenstates of H,L?and L..
Such an eigenstate is denoted |F, £, m) and we find

T

= (T + W; ) Z) |E, £, m)

3
= Hg|E,£, m>

X 1., Z
H|E,{,m) = (TT + ELQ - ) |E,£,m)

commutators are [L,, L,] = iL. etc..

Note we drop h? from the L2 eigenvalue because in atomic units p, = —i%, and the angular momentum
We see there is a new effective potential V;(r) which depends on ¢:

The ¢(¢ + 1)/r? term creates a barrier called the centrifugal barrier.

We can use a ladder operator technique to solve the effective eigenvalue problem above.
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Because [ﬁa, 7] = 0 and Lq is independent of r, we can separate the r part |E,¢) = Ry(r) and the angular
part [¢£,m) = Y,;"(6, ¢) which is just a function of the spherical polar angles. These functions can be found
explicitly using the angular momentum ladder operators.

|E, ¢,m) = |E, ) ® |¢,m)
Because Hy only acts on 7, we can just work with the radial equation

H|E,l) = E|E, ().

[Write this out using Y ¢,m (7,0, ¢) = Rg (1) Yem (0, ¢) if you are unconvinced.

9.3 Hydrogenic Atom Ladder Operators

L 1+2
pr="t r  Or

P20 1
or?2 r2  ror r?

F 20
or?2  ror

Let us define p, as

Noting [—iZ,1/r]] = +i-%, we find

And let us define the ladder operators Ay

t+1)  Zz )

A1<z”+ -
= e\ . (C+1)

v 1 (41 Z
IS )

We find that fl;[fle is

e 1, 1[(E41) Z 1 1[. (+1) z
AlAe = 58] 2{ r _(e+1)] “2{“_ r +(£+1)]
1, ((e+1)* Z 72 i, . (0+1)
B R () A=

1, (412441 Z 7Z?
g A (FSVE

1, (+D(+2) Z 72
T2 212 o 2((0+1))2
i z?

=Mt )2

Likewise we find:
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ioar 1o (0+1)2P—(0+1) Z e
i_ Lo _Z
Aedy =30 2r2 o 2((0+1))2
N 72
)
AT ((ESY)E

This shows that the eigenvalues for the given ¢ are bounded below by

Z2
E> ———
—2(041)2
i.e. the state |E, ¢) can only exist if £ > ﬁ. The range of allowed E for a given £ is shown as the orange

blocks below.

Energy
01 [—
=2
Now consider o R
A2H5+1|E,€> = E(A2|E,£ + 1))
But also we can write the left-hand side as
~ R PER 72
AEHZ+1|E7£+1> =A (A[A€ 2((£ 1))2) |Ev£+1>
Al -2 Vi
= - E 1
(4l - gy ) e+

So Ag|E, 0+ 1) « |E,!), a state with the same energy but ¢ incremented down by 1.
Likewise we find that

ALAB, 0 = Hye (4]1E,0))

SO AHE, 0) < |E, £+ 1), a state with the same energy but ¢ incremented up by 1.

We cannot keep applying /Al} indefinitely because the eigenvalues of H, are bounded below by —Z2/2(¢+1)2.
This means for a given energy E < 0 there is an £,,x such that the ladder of states terminates

Ap |E lay) =0

max

For this state we have
s 72
<Hg =F = <E’£max|AZmaer |E7£max> — m

max> max



We set n = lax + 1, so the energy eigenvalues are

Z2
En:—ﬁ, €<n, n:O,l,Q,...

We now have the full set of energy eigenvalues, and a way of constructign all eigenstates of the hydrogenic
atom, without ever solving a differential equation directly. We also see that the degeneracy of states with
different ¢ arises from the % potential.

We know degeneracies are rarely accidental in QM. Instead it implies there is some operator A such that
[H,A] = 0.

The Runge-Lenz Vector

Here we briefly go over the "hidden” symmetry in the Hydrogenic atom.

We start with a definition of the Runge-Lenz vector

o 1 ~ o T
A= (pxL-Lxp)-23
2 \= = T
It turns out that
[H,A,] =0
And
s Esl = 1Y e,
¥
[Ag, Ag] = —2H <i26a57ﬁ7>
¥
Defining D, = ——, we find

v —2H

It also turns out that

2
D2+L2:—ZA +1
2H

Defining Bi = % (L + Q) Noting also that
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A-L=0 L-A=0=D-L=L-D=0

2
([)2+i2) :—ZA +1
2H

- - 1
4B +B2) =
And also [Biaa Biﬁ] = iz,y Ea,gfyBi,y

[B+Q7B*,B] =0

This has the same structure as the angular momentum operator, so we can find a set of states

|b,my,m_)
Such that
B:2|:|b>m+am—> = m:t‘bam+7m—>
Bi|b7 m+7m—> = b(b+ 1)|b7 m+am—>
Also

Denoting b = ”Tfl forneN,n>1

_ =D+l o,
4b(b—|—1)—4TT—n -1

N Z? 1
= H|b7m+am—> = 7?ﬁ|b7m+am—>

And we arrive at the same eigenvalues with a degeneracy of n2. The unitary operator
U = exp |:_iQ+ : B+ —ia_ - B_

commutes with H and contains the rotational symmetry with a, = a_ = 0n plus the additional hidden

symmetry of H.
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A trick to separate radial and angular terms

Note that the radial distance 7 operator is a rank 0 tensor operator, i.e. a scalar, so it automatically

commutes with f/a. We can write L? as
1 -
12— _px
72 p
PP S P S
=- E parﬁﬁrapﬁ'i_ E Pal’p 757 6P
af ap

13
=13
X

3>

T .0
S h= —j—
7 P or
SO . )
I o
p 77 12+§ [Pas T /7]

the commutator is

S b o/ =Y [Parfal /7Y Falbas 1/7] = =3i/r +ifr = ~2i/r

SO o
r 7
P =7 p—2i/f
=7 7
SO o ) R
(N T 7
h- =) (=-D)=(=-D—2/F)(= D
B-2)Ep) = (5B~ 2/7)(Z - p)
Finally, because 7 - p is a scalar operator (it is rotationally invariant) it must only depend on r and derivatives

with respect to r. It’s fairly straightforward to show that

0 ~—~Ta O T
I D e
Putting this together we find
~ f f ~ N2 0 ~2
=)=z =(-)(=—+-)=—=2T, =
B2 B) =) (5 + D) g Dy
)
L2 2p% + 2T
o) = —2p; +
.1 12
—t T:7A2
oPr T om

Finding explicit radial functions

The radial functions (often called spherical harmonics) can be found by first noting the following expres-
sions for the angular momentum operators in spherical polar coordinates (and atomic units)

.0 0
L,=1 (sm q§% + cot 0 cos ¢(’9¢>
- , 0 ., 0
Ly,=1 (— oS (;5% + cot 0 sin (b@gb)
0

L,=—i—

o
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Noting that the angular momentum eigenstates are eigenstates of L., we immediately find that

1
B V2

The function of # can be found by constructing Ly = L, + zf/y

eim¢yf,7rb(9)

f,i =1 ((Sinqﬁ F i cos ¢)% + cot §(cos ¢ iisin(/))él)

. 0 0 0
— . ti¢ +i¢
i (:er 20 + cot fe 8¢)

The functions y_¢(#) can be found using L, Y;™(6,¢) =0

. ) .
LY (0,¢) =1 (ieﬂdjaeye,e(@) + cot 9€+Z¢(i€)ye,e(9))

d
— 0= @W,Z(e) — {cot Gye,z(e)

= Inyre(d) = ¢In(sind) + ¢
- yz_’z(e) = Ngyg(sin@)g

Integrated from 0 to m with the spherical polar Jacobian (integral weight) factor sin 6 we have
1::Aﬁe/"(ﬂnaﬁfgn9d9
0
The integral can be evaluated as

(20)!
20+ 1!

(20 + 1)1

— N2 _ L
].—N&Z <2 > — N[l—(*l) W

The apparently random factor of (—1) is chosen by convention in quantum mechanics. The final result is

Nee, . ;
Y/(0,6) = \%(sm@% 0

Successive applications of L_ generates the rest of the angular functions. Clearly the ¢ part will be ™%,
and the remaining term is a function of 6. These turn out to be associate Legendre “polynomials” of cos @
(they’re not strictly polynomials because they often involve square roots) denoted P;(cos#). So in general

Y™ (0, ¢) = Nom P (cos 6)e™?.

It should be noted that these have parity (the sign change on inversion of all coordinates r — —1) of (—1)*.
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10 Techniques of approximation

Most problems we want to solve in QM are untractable analytically. This means we have to use techniques
to approximate solutions. Approximation also often gives us useful physical insight into problems.

10.1 Variational Theorem

The variational theorem is a very powerful result in QM. A lot of quantum chemistry is based on this.

Statement:

For any |¢) and any Hamiltonian H which has a ground state energy eigenvalue Ey, we have

(| H |v)
W) =

0

Proof: Consider (¢| H |¢)) and insert an identity operator in the H eigenbasis

H|n) = E, |n)
(W H ) = (| H1 |¢)
= (W[ Hn) (n|t))

=D lnly)|*E,

Likewise:

(Wly) = Z| njg)[*

Now E,, > Ey = E, — Ey >0, so

(| H [¢p) = Z|n|¢ [(En — Eo) + Eo
—EOZ|n\w| +Z|n|w (En — Ey)

> EOZ| () - (Bn — Eo) > 0 and [(n[¢)*

Combining this with (¢|¢) > 0 we find

WIHY) _ By, [nl)*
W)~ lnle))”

Consequences: If we have a trial wavefunction which depends on parameters (aq,@s,...) = a, then
minimizing

_ (W()| H [$(a))
(Ble) = @y =

So minimizing (E(a)) will give the best possible estimate of Ej.
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Example: LCAO Theory

Suppose we ignore e-e repulsion and consider only electrons in a molecule. The Hamiltonian is

) | — Ry
= T + Z VA
A
Close to atom A: H ~ T + V A = g 4. So the atomic orbital solutions are good guesses for the exact

eigenstates.

We take as a guess
[9(e)) = e lxp)
P

where ¢, € R.

(V] H lv) = Zcpcq {(Xpl H Xq)

pq

= Z CpCqHpq
pq

(YY) = Zcpcq {(XpIXq)

pq

= Z CpCqSpq
pq

Note: (Xpl|xq) 7 Ipq!

We also take x,(r) € R so Spq = Sqp, Hpqg = Hyp
Applying the variational theorem we find

_ i _ 1 0 B (E) 0
0= der (E) W) % acmcpchpq M) ; acmcpcqqu
1 E
= W Z(CpHpm + Humpep) — <1</J|1/)>> Z(Cpspm + SmpCp)

= ZHmpcp = (E) Z SmpCp for all m
) P

This is satisfied by the generalized eigenvalue problem eigenvectors and eigenvalues:

g ¢ = )\ié C;

with <E> == )\7

Note: Hc; = A\;jSc; has the same properties as a normal Hamiltonian eigenvalue problem.
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Define:

& =5 H=SHS?
And we find:
gé_%gz = )\Zé_%gz
= STMH S7%E =g
= QQ = Aiéi

So a generalized eigenvalue problem is just a regular eigenvalue problem with a transformation. These are
sometimes called the Secular equations.

Example: H;‘
Let’s consider a single electron with two protons, i.e. the simplest possible molecule Hé" . We know the

ground state should resemble a hydrogen 1s orbital close to each of the two protons, A and B. So we expand
the wave function as a linear combination of |1s4) and |1sg). The secular equations for the two 1s orbitals

are
a B\ (ea) _p (1 S)(ca
B o) \ecg) S 1 cB
where a = (1sa|H|1sa) = (1sp|H|lsp), 8 = (1sa|H[1sg) = (1sp|H|lss) and S = (lsa|lsp) =

(1sp|1s4). Symmetry of the Hj molecule means that (1s4|H|1s4) = (1sp|H|lsp). Also note that o < 0
and S <0and 0 < S < 1.

The Secular equations are solved by noting that H — ES is not invertible for the non-trivial ¢ solutions, just
like in a normal eigenvalue problem. This means the determinant of H — ES is zero for the eigenvalues E.

0 = det(H — ES)

_|la—FE pB-SE
T |f—-SE a—-FE

=(a—E)*~ (8- SE)
=a’?— % —-2(a+SB)E + (1 - S*)E?
=(a—B—-1-9E)(a+8—-(1+S)E)

so the eigenvalues are

axp
Er=173

Solving the secular equations with these eigenvalues gives

s = s (1)

Because o < 0 and 5 < 0 and 0 < S < 1, the lowest energy solution is F;. This corresponds to a o bonding
molecular orbital.

Note that as the separation between the nuclei R increases, the diagonal Hamiltonian matrix elements just
become the bare hydrogen atommatrix elements, which are just the 1s energies, so a — FE15. Likewise the
overlap vanishes, so § — 0 and S — 0 as R — oco. This means overall E1 — FE7,, which is the exact ground
state energy in this limit.
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10.2 Perturbation theory

Often we can divide a QM problem into an easily solved part HO, and a remainder, )\V, where A controls
the strength of the remaining part.

H=Hy+\V
We assume we can find the eigenstates of Hy easily, so we know { |n(0)>}.
A, ‘n<0)> — E© ‘n(0)>

Because {|n(?))} is complete, we can write the full |n) as

In) = Z Crom ’m(0)>

m

Normalization is arbitrary so we take (for ease later)

<n(0)‘n> =1
|n) = ’n(o)> + Z Cn,m ‘m(0)>

m#n

So

We also know |n) has some expansion in A
In) = ‘n(0)> + A ‘n(1)> + A2 ‘n(2)> + e

And this satisfies H |n) = E,, |n). This means that every term in the expansion must satisfy this equation.
(Ho + A\V) |n) = E, |n)
= H (‘n<0)> 1A ‘n<1>> +) N % <)n(0)> +A‘n<1>> n ) — A, ‘n(o>>
+ \(Hy ’n(1)> +V ’n(0)>)
X [n®) 4 7))
4.

—E, (’n<o>> +A‘n<1>> +)

Likewise the energy can be expanded as

E,=E" +XE{Y + ¥EP + ..

With this E, |n) is
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E,|n) = E© ’n<0>> +AEO ’n<1>> +EW ’n(0)>)
+A2(EO ‘n<2>> +EW ‘n<1>> +ED ‘n(0)>)
T
So we find by comparing coeflicients:
205 B 2 = 1 [u®)
A ET(LI) ’n(0)> + EELO) ’n(1)> = H, ’n(1)> +V ’n(0)>
|

A2 B n<0>> +EW n<1>> +EO ‘n<2)> — A, ’n<2>> N ’n(1)>

p
Do ‘n(k>> — A, ‘n<p>> . ’n(p—1>>
k=0

We note that
<n(0)‘n> =1= <n(0)‘n(k)> =0 for k>0
So we can produce the equations above with <n(0)| for p >0
(O 32_ EX™H [n®)Y) = (nO)| (Ho [n®)) + V [nP=D))
= (n©|n©) EP — g (n©@]p®) 4 (O] |np=1)
n(p*1)>

= BV = <n(0) Vv

So E,(f’) depends on |n(p’1)>. How do we find |n(p*1)>?
Consider the \' equation above. Let’s rearrange this to
(B — 1) ’n<1>> - _EW ‘n<o>> e ‘n<o>>
Project this onto <m(0) |, m # n, and we find
<m<0>‘ (E© — fy) ‘n(1)> - _EW <m<0) ’n<0>> i <m<o>) e ‘n(o>>

= (EY = EQ) (m®[n®) = (m®| v [n®)

it B £ EY for all m.

O] 77 [1,(0)
m\ _ )\ MOV [n©)
= [p®) = 3 ™) PEONE=0

m#n

We can repeat this for the order p equation

(E© — fy) ‘n<p>> — _pi&(f—k) ‘n(k)> T v ‘n<p—1>>
k=0

=

=3 ‘n<k>> OV |n*=Dy L 7 ’n<p—1>>
k=0

S
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7 n(p*k*1)>
B -BY (o B~ B
In practice we rarely go beyond 2nd order in perturbation theory.

EW = <n(0)‘ 7 ‘n(0)>

’n(1)> _ Z ‘m(0)> <m(0)| 14 |n(0)>

(O] — OV In=0) 8 O]
m n =

@) O] 1| ‘<m(0)| 4 |n(0)>’2
B = <n Vin > = Z Eflo) - Er(rob)

m#n

Note that if Efy?) > E,SO) for m then E,(f) < 0, so 2nd order corrections to the ground state always reduce
the energy.

10.2.1 Example: The second order Stark effect
When an electric field is applied to a hydrogen atom along the z direction, the electron feels a new Hamiltonian
(in atomic units where e = 1).

V=-£2

For the ground level, n = 1, i.e. when the electron is in the 1s orbital, we can use perturbation theory to
evaluate the effect of the electric field on the electron.

By inversion symmetry of the 1s orbital wave-function (or alternatively by recognising that V is a rank 1
spherical tensor operator and using Wigner-Eckart theorem) for the 1s wave function |18) = |n = 1,£ = 0, m, = 0)
the first order perturbation energy is zero

B = —£(1s)2/1s) = 0

The second order energy is non-zero however

1s|2|n, £ = 1,m; = 0) |2
5@ _ _g2N~ [AsfEn, 0 =1,
1s g Z En o El

n>2
The fact that V = fTél) means that only ¢ = 1 and m, = 0 terms are non-zero in the second order energy.
[Note that the sum over “n > 2”7 includes both the bound states with E,, < 0 and continuum states with
E>0]

We can also work out first order properties using the first-order wave-function. For example the dipole
moment ji, = —Z is given by

()M = (sl D) + (Y || 1s)

| (1s|2|n, ¢ = 1,me = 0) |?
=£(2) 5 —F,

n>2

From this we can identify the polarisability « of the electron in the hydrogen atom from (u.) = o€

0‘:22 \<1s|2|n,€:1,mg:0>|2.

n>2 En - El

The perturbation of energy levels of a system by an external electric field is called the Stark Effect. Because

in this case the lowest order non-zero perturbation arises at second order in the electric field, this is called
a second-order stark effect.
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10.3 An alternative derivation

An alternative approach to derive perturbation theory goes as follows. This is based on projection oper-
ators. An operator P is a projection operator if it is idempotent

pP2=p

IfPisa projection operator it is straightforward to show that Q =1-Pisa projection operator as well
and

PQ=QP=0
Let us take the energy eigenvalue equation divided into a reference and perturbation term as above
Ho|n) + AV |n) = E,, |n)

Now let us define the projection operator P = [nOYnO)|. It’s straightforward to verify that [P, Hy] =0
and [Q, Hyg] = 0. Now let’s project the eigenvalue equation with @

HOQ |’I”L> + /\QV |Tl> = EnQ |TL>
We can rearrange this to find
Qln) = A(Ho — E,)'QV |n)

Assuming F;, does not coincide with any of the eigenvalues of H, the inverse is well-defined. Now using
1 =P+ @ we can write |n) as
n) = Pn) +Q|n)
= [nO) + XQ(Hy — E,)'QV |n)

where we used the normalisation (n(%)|n) = 1. We can rearrange this to find

(1= AQ(Ho — Eq)7'QV) [n) = [n'V)
— ) = (1= 2QUH — E) QY™ o)
We can expand the inverse using a Taylor series (1 — AA)~! = Sy M A¥ which immediately gives an
expansion for |n).
n) = [n©) + AQ(Ho — En) ' QV [n©) + NQ(Ho — E,) ' QVQ(Ho — E,) 7' QV [n®) + -+
We’re not quite done yet though because E, is itself a function of A.

In order to obtain the energy as a function of A, we rearrange the original eigenvalue equation and project
with <n(0)| to give

(En - FIO) |Tl> =V |TL>
E, — EY =X (nO|V|n)

We can then insert what we had above for |n) to obtain
B = B0+ MOV (1n®) +AQUHy — B.)7'QV [n®) + XQ(Hy — Ba) ™ QVQ(H — E) Q¥ [n®) + -

By inserting the same expression for F,, into this equation, we can find the same perturbation series for F,
as above. With this we can then also find the perturbation series for |n) using the expressions above.
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10.4 Degenerate Perturbation theory

The above equations assumed E}(LO) is non-degenerate, so (Eﬁ,?) — EY(LO))_1 is well defined. What if this is not
the case?

Suppose there is some set of states {’n(o), k>} which all have the eigenvalue ET(lO) for Hy.

We choose <n(0)7k‘|n,k¢> =1 but < > # 0 for k # ¢.

Consider the 1st equation we had before

FEL0.8) 0. 6) o i, 70

Project this with (n(®), ¢| for ¢ # k

(00 .6) - (-
01 (Ho — EO ) n 1>, By = 0O, 0(=E + V)1, k)
o (B9 — ED) (a®, a0, K = (2, 07700, 1
= O Vn® k) =0 forl# k.

So ‘n(o),k:> must diagonalize V in the ET(LO) subspace for perturbation theory to work. Projecting with
<n(0), k| gives ht same result as before

B = (k| VIn®, k)
as long as |n(0), k> diagonalises V in the E,(LO) subspace.

Projecting the 1st equation with <m(0)’ gives the same expression for <m(0) ’n(l), k:> as before

07 |n@
<m(°)’n(1),k> _ (m (01V|n 5 k)
En _E77L

But we need to find <n(0),€’n(1), k:> Consider the 2nd equation

BE B — ) o, k) = (7 B [, k) — B 20, )

Projecting with <n(0),£| gives
0= (n@ Vn®M k) — ET(le) <n(0),€’n(1), k>

From the above we have

)|V |0
’ (1) k> Z‘ <o>> miol [ B +;€q§1) ‘n<0>,£>

m#n
So
0 Z MmOV k) (n© ¢|Vim©)
= EY — B
+3° (@, V@, ¢y P - B oY
0+£k
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m(0)|V|n(0) )y (n(© ¢|V|m(©)
0 >

= Cg =
) (0) (0)
Enk: - né m##n - E,

And projection with <n(0), k‘ gives
E® = (0O k[V|nM k)

[ (0@, K| 0@, k) |
Z, BV -EY

Noting the contribution from (n(%, €|n(1), k) is zero because (n(%, E[V (@ ¢) = 0.

10.5 The projection operator approach

Projection operators make degenerate perturbation theory a lot easier. We state by defining P as the
projection onto the entire degenerate subspace with eigenvalue E,,

P= n(O),k n(o),k
> |
k

Using this, the derivation above follows the same way to obtain an equation for P |n, k)
n,k) = (1 = AQ(Ho — E,) 7' QV) " P [n* k)
We also require that
(n'9, 0| (En i — Ho) In, k) = A (n'® 0|V |n, k)
(Eng — EQ) (0™ tn, k) = X (), [V |n, k)
Inserting the above expression for |n, k) we obtain
(B = EQ) (0 ln k) = A (0@ 0| V(L = AQ(Ho — E,)'QV) T P [n(V, k) (10)
=X VP, k) + 22 (0O (| VQ(Hy — E,)'\QVP In, k) + -+ (11)
Now expanding (n(®), £|n, k) and E, 1 as a series in A we can find the perturbation series for the energies

easily. This gives us the same condition as above that (n(®, ¢|V[n(® k) = (Ey(f,)€ — E,(P))dg,k, so we must

diagonalise V in the degenerate subspace to find the first order energies. This procedure also gives a
transparent way to find a perturbation series if (n(9 ¢|V|n(®) k) = Vnde i, 1.e. if there is still degeneracy
left after diagonalising V' in the degenerate subspace, i.e. if degeneracy is only lifted at higher orders in A.

10.6 Effective Hamiltonian theory
The projection operator formalism also gives an alternative approach to approximating the eigenvalues of a
complex Hamiltonian.

Let’s assume as before that we can divide the Hamiltonian into a reference part H, and a perturbation part
AV. Suppose Hy has a set of states in a small spectral window, for example the ground state and set of
low-lying excited states. We’ll denote these \p(o ) for p € P, and we’ll denote the projection operator P as
the projection onto these states

p— Z |p 0 (0

peEP

From now on we will use indices p, 13' ,p" etc. to reference exclusively to these states. The remaining state
will be denoted \q(0)> and likewise Q = 1 — P will be a projection operator onto these states.
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Energy

High E, Q

AE >0

Low E, P

Our aim is to find an approximate expression for the low energy states of the Hamiltonian, i.e. eigenstates
with energies close to those of |p(®)). For these states

IP1) | = P 1) | = Q)| =0 (12)

Let’s project the eigenvalue equation as before

EP[y) = HoP [v)) + APV [¢))

EQ |¢) = HoQ ) + 2QV |¢)
Inserting 1 = P+ Q into the last term of the second equation we obtain

EQ[w) = HoQ[v) + XQV(P + Q) [v)
and we can solve this for Q |1}, which we are asserting should be small
QYY) = ME — HoQ +AQVQ) ' QVP [v)
Now inserting 1 = P+ Q into the last term of the P projected equation above we find
EP|y) = HoP |[¢)) + APV P[¢h) + APV Q [¢))
and we can eliminate Q [¢) from this equation using
EP¢) = HyP|¢) + APV P [¢) + NPV (E — HyQ + AQV Q) 'QV P |¢)

From this equation we can do many things. Perhaps the simplest thing is to do is to truncate the equation
at first order in the perturbation A. This reduces to the first order effective Hamiltonian equation

EP|p) = H Ply)
A9 — By P+ APV P

The energies from this equation are equivalent to those in first order degenerate perturbation theory, apart
from we do not assume the set of states |p(®)) are strictly degenerate. This is sometimes also called quasi-
degenerate perturbation theory.
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If we want to include second order effects we need to account for the second term. This is formally a function
of energy, so the full (all orders in \) Heg(E) is a function of the energy eigenvalues E, so the equation is
no longer a simple linear eigenvalues equation. Note that in condensed matter physics, and some quantum
chemistry literature, the $(E) = Hog(E) — H gf) is sometimes referred to as a self-energy.

In order to simplify this, we can approximate F as some characteristic value for the P space Fy. With this
equation the second order effective Hamiltonian is given by

Ho(f‘2f) = ﬁgf) + A2 PVQ(Ey — HyQ)'QV P

Alternatively we can avoid replacing E with a constant Ey, and instead iteratively solve the non-linear
equation. This gives a result known as Brilllouin-Wigner perturbation theory. Note another approach can
be taken to more rigorously obtain a pertubative linear eigenvalue equation known as the Schrieffer- Wolff
transform.
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